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Abstract: Based on the real data sets which involves different periods and different sizes of cities from 
national commercial banks, this paper applied the methodologies of Multivariate Discrimination Analysis, 
Logistic Regression, Decision Tree and Neural Network to accomplishing the detailed empirical research. 
Through the modeling analysis, the results showed that the determinant power of Multivariate 
Discrimination Analysis was the most ineffective, and Logistic Regression was also unsatisfactory, while 
Decision Tree and Neural Network performed more effectively, especially the method of Decision Tree, 
whose results were prefect from several aspects of analysis. As a result of it, this paper recommended the 
methodologies of Decision Tree and Neural Network for national commercial banks to create models of the 
warning of defaults of credit clients. [The Journal of American Science. 2007;3(2):30-34]. (ISSN: 
1545-1003).  
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1．Introduction 

There exist many risks in the management of commercial banks, such as: credit risk, interest rate risk, 
market risk etc, where credit risk is the most significant risk without doubt. Modern credit risk measure 
models can be applied into the management of commercial banks, which is the main trend of future 
management of commercial banks. 

According to the conditions of China, “classification technology” is still one of the most effective 
methods in credit default warning. Therefore, this paper applied classification technology and financial 
theories & data mining technology researching the problems of credit default models in commercial banks.  

This paper selected 4 typical methodologies of classification technology: Multivariate Discrimination 
Analysis, Logistic Regression, Decision Tree and Neural Network, by using these models to do empirical 
research on the real data of commercial banks, whose aid is to compare the powers of these models, and to 
put forward some helpful conclusions for the management of commercial banks in China. 
 
2. Data Resource 
    This paper selected two real data sets of financial ratios from the commercial banks in different 
periods & different sizes, including manufacturing, finance, architecture & some other industries. 
 Followed is the introduction of these two data sets. (Table 1) 
    This paper selected 19 financial ratios in for categories. These ratios cover capital structure, 
liability-paid ability, capital management ability & profit ability to measure the performance of the 
companies. (Table 2) 

There are still many other factors which influence the credit conditions of companies, as a result of it, 
this paper applied “year” & “industry” variables to solve this problem. 
 
3. The Results of the Empirical Research 

The result of Multivariate Discrimination Analysis is as followed (Table 3): 

Table 1. Data sets 
 Set I Set II 

Data Resource One of the big size commercial banks One of the medium size commercial banks
Year 1998- 1999 2000-2002 

Sum of the data 2937  133  
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Table 2. Financial ratios 

 Capital Structure Liability-paid Ability Capital Management Profit Ability 

Liability Ratio Cash into Current 
Debt Cash Turning Rate Gross Income 

Ratio 
Current Capital Ratio Current Ratio ART rate Net Profit Ratio 

Current Liability Ratio Quick Ratio Inventory Turning 
Rate Return of Equity 

Fixed Asset 
Depreciation Interest Cover Fixed asset Turning 

Rate Return of Asset 

Net Capital Ratio  Capital Turning Rate  

Ratios 

Fixed asset ratio    
 
 

Table 3. The result of Multivariate Discrimination Analysis 
Set I Set II 

    Estimation     Estimation 
    Non-default Default     Non-default Default

Sum 2438 322 Sum 99 4 
Non-default 

Proportion 88.33% 11.67%
Non-default

Proportion 96.12% 3.88%
Sum 92 85 Sum 9 21 

Reality 
Default 

Proportion 51.98% 48.02%

Reality
Default 

Proportion 30.00% 70.00%
 
 
The result of Logistic Regression is as followed (Table 4): 

 
Table 4. The result of Logistic Regression 

Set I Set II 
    Estimation     Estimation 
    Non-default Default     Non-default Default

Sum 2706 54 Sum 97 6 
Non-default 

Proportion 98.04% 1.96%
Non-default

Proportion 94.17% 5.83%
Sum 147 30 Sum 5 25 

Reality 
Default 

Proportion 83.05% 16.95%

Reality
Default 

Proportion 16.67% 83.33%
 
 
The result of Decision Method is as followed (Table 5): 

 
Table 5. The result of Decision Tree 

Set I Set II 
    Estimation     Estimation 
    Non-default Default     Non-default Default

Sum 2732 28 Sum 102 1 Non-default 
Proportion 98.99% 1.01%

Non-default
Proportion 99.03% 0.97%

Sum 105 72 Sum 0 30 Reality 
Default 

Proportion 59.32% 40.68%

Reality
Default 

Proportion 0% 100%
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The result of Neural Network Method is as followed (Table 6): 

 
Table 6. The result of Neural Network 

Set I Set II 
    Estimation     Estimation 
    Non-default Default     Non-default Default

Sum 2746 14 Sum 102 1 Non-default 
Proportion 99.49% 0.51%

Non-default
Proportion 99.03% 0.97%

Sum 127 50 Sum 1 29 
Reality 

Default 
Proportion 71.75% 28.25%

Reality
Default 

Proportion 3.45% 96.55%
 

4. ROC Analysis and Results Analysis 
4.1 ROC Analysis 

The size of the area below ROC curve, which is called AUC, can be applied to measure the effect of 
one classification method. The larger the area is, the more powerful the method is. 

Through the results before, obviously, the result of Multivariate Discrimination Analysis is much 
worst the other three methods, so this paper only gives out the ROC curve of the other three methods. 
(1) Set I 

1) Logistic Regression         2）Decision Method          3）Neural Network Method 
 

             
Figure1. ROC Curve (1) 

(2) Set II  
1) Logistic Regression        2）Decision Method          3）Neural Network Method 
 

             
Figure2. ROC Curve (2)  

 
 
Then the AUC Table is as followed (Table 7): 

Table 7. The AUC results of 4 methods 
  Logistic Regression Decision Method Neural Network

AUC (Set I ) 75.03% 83.48%％ 83.63% 
AUC (Set II ) 93.33% 98.67%％ 93.77% 

  
Through the table above, the AUCs of Decision Method & Neural Network Method are larger, which 

indicates that these two methods are more effective. 
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4.2. Results Analysis 

Through the Empirical results, this paper can be concluded (Table 8):  
 

Table 8. The total result 

 Method 

Accuracy 
to 

Non-defaul
t 

Accuracy 
to Default

Second 
Fault Rate

First Fault 
Rate Fault Rate 

Total 
Accurac

y 

Multivariate 
Discriminatio

n 
88.33% 48.02% 3.13% 10.96% 14.09% 85.91%

Logistic 98.04% 16.95% 5.01% 1.84% 6.85% 93.15%
Decision 98.99% 40.68% 3.58% 0.95% 4.53% 95.47%

Set I 

Neural 
Network 99.49% 28.25% 4.32% 0.48% 4.80% 95.20%

Multivariate 
Discriminatio

n 
96.12% 70.00% 6.77% 3.01% 9.78% 90.22%

Logistic 94.17% 83.33% 3.76% 4.51% 8.27% 91.73%
Decision 99.03% 100% 0% 0.75% 0.75% 99.25%

Set II 

Neural 
Network 99.03% 96.55% 0.75% 0.75% 0.75% 98.50%

 
 
Through the total accuracy, Multivariate Discrimination Analysis Method is the worst, Logistic 

Regression Method also has the bad performance, while the other two methods have high accuracy. 
For the estimating result of default performance, “Accuracy to Default” & “Second Fault Rate” are the 

concerned ratios. Through the Table above, Decision Tree Method is best one, and Neural Network Method 
is the second best one. 

For the estimating result of non-default performance, “Accuracy to Non-default” & “First Fault Rate” 
are the concerned ratios. Through the Table above, Neural Network Method is best one, and Decision Tree 
Method is the second best one. 

In General, Decision Method and Neural Network Method have the more estimating power, especially, 
Decision Tree Method have the more effective result; while the estimating power of Logistic Regression 
Method isn’t so good as the former two methods; Multivariate Discrimination Analysis is the worst one in 
the four. 
 
5. Conclusion 

This paper applied 4 different methodologies of classification technology to do empirical research on 
credit risk by two different data sets, during the research, “industry” & “year” variables were used to solve 
the influence of macroeconomics & industries to credit risk. 

Within all the models, Multivariate Discrimination Analysis is the worst one, whose accuracy is low, 
and if it was used in the credit risk management of commercial banks, it would bring in quite a lot potential 
loss; Logistic Regression method has a low accuracy in the Second Statistical Fault, if it was used, it would 
drive the commercial banks in the adverse selection dilemma, which would increase the rate of 
non-performed loans; Decision Tree & Neural Network has better performance than the two before, 
especially, the former one, whose accuracy is the highest in all the models. As a result of it, commercial 
banks should apply Decision Tree Method to manage the credit risk themselves, which can decrease moral 
risk brought by adverse selection, also can decrease the proportion of non-performance loans to save more 
cost for commercial banks.  
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