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Abstract: In this paper, the Fusion of neural and fuzzy Systems will be investigated. Membership Function Generation and its mapping to Neural Network are introduced. An adaptive network fuzzy inference system (ANFIS) is introduced, and Multiple Inputs /Outputs Systems (Extended ANFIS Algorithm) is implemented. A Modification algorithm of ANFIS, Coupling of ANFIS called coactive neuro fuzzy system (CANFIS), is introduced and implemented using Matlab. The software of the modified algorithm of MIMO model identification is built. To test the validity of the modified algorithm ANFIS (CANFIS algorithm), an example is simulated from the numerical equation. The result of modified algorithm (CANFIS) showed a conformance with the simulated example and the root mean square (RMSE) is very small.
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1. Introduction:
   Fuzzy logic was first developed by Zadeh [1] in the mid-1960s for representing uncertain and imprecise knowledge. It provides an approximate but effective means of describing the behavior of systems that are too complex, ill-defined, or not easily analyzed mathematically. Fuzzy variables are processed using a system called a fuzzy logic controller. It involves fuzzification, fuzzy inference, and defuzzification[2]. An adaptive network fuzzy inference system is investigated. In this paper we will introduce two different learning algorithms. Also, Multiple Inputs /Outputs Systems (Extended ANFIS Algorithm) is implemented using two methods. Modification algorithm, Coupling of ANFIS is called coactive neuro fuzzy system (CANFIS), is introduced and implemented using Matlab. Also, software for modification algorithm for MIMO is built. To test the validity of the modified algorithm ANFIS (CANFIS) algorithm, an example is simulated from the numerical equation[3]. This paper organized seven sections. The first section is introduction. The structure of neuro fuzzy systems is introduced in section 2. The generating fuzzy rules are investigated in section three. Two different ANFIS learning algorithm presented in section four. The modified algorithm (CANFIS) is introduced in section five. Section six introduced conclusion.

2. Neural Fuzzy Systems
   In order to process fuzzy rules by neural networks, it is necessary to modify the standard neural network structure appropriately [2]. Since fuzzy systems are universal approximators, it is expected that their equivalent neural network representations will possess the same property. The reason to represent a fuzzy system in terms of neural network is to utilize the learning capability of neural networks to improve performance, such as adaptation of fuzzy systems. Thus, the training algorithm in the modified neural networks should be examined.

2.1 Membership Function Generation
   A generalized bell membership function, commonly referred to as bell MF, is characterized by three parameters namely a, b, c.
   \[
   \mu_{\delta_i}(x_i) = \exp\left\{-\left(\frac{x_i - c_i}{a_i}\right)^2\right\}, \quad (1)
   \]
   A desired, generalized bell membership function can be obtained with the proper selection of the parameters a, b, c. The parameters a and c represent the width and the center of the bell function, and b represents the slopes at the crossover points. Various other membership functions such as triangular, trapezoidal, Gaussian, and sigmoidal can be used in the formulation of membership functions [3]. The triangular and trapezoidal membership functions, due to their simplicity and computational efficiency, are used extensively in the formulation of membership functions [3]. The triangular and trapezoidal membership functions, due to their simplicity and computational efficiency, are used extensively in the formulation of membership functions (MF) consist. The Gaussian, the generalized bell function, and the sigmoidal membership functions are smooth and nonlinear functions and are increasingly popular for specifying fuzzy sets. The generalized bell function has one parameter more than the Gaussian membership functions, resulting in an extra degree of freedom to adjust the steepness at the crossover points [4].

   The reason to represent a fuzzy system in terms of a neural network is to utilize the learning
capability of neural networks to improve performance, such as adaptation of fuzzy systems. To convert Membership Function from FIS structure to construct the same membership using NN layer. The parameter of membership equals to weights and bias in neural network. Fig. (2) Shows the representation of parameters for membership function using NN. Let the bell MF from eq. (1)

$$f_{\theta} = \frac{1}{\alpha} e^{-n^2}$$  \hspace{1cm} (2)

Let $$b = 1$$

$$n = \frac{x - c}{a} = \frac{1}{a} x - \frac{c}{a}, \hspace{1cm} (3)$$

\[ w = \frac{1}{a}, \quad b \text{bias} = -\frac{c}{a} \]

Fig. (2) Representations of membership function using NN

2.2 Adaptive network fuzzy inference systems

To illustrate the use of neural networks for fuzzy inference, we present some successful adaptive neural network fuzzy inference systems, along with training algorithm known as ANFIS. These structures, also known as adaptive neuro fuzzy inference systems, were proposed by Jang [6]. It should be noted that similar structures were also proposed independently by Jang [6]. These structures are useful for control and for many other applications. To fix the ideas, consider the problem of graphically representing the way fuzzy control is achieved in the Sugeno-Takagi model. For a simple example, consider a fuzzy rule base consisting of only two rules [7]:

R1: if $$x_1$$ is $$A_1$$ and $$x_2$$ is $$B_1$$ then $$y = f_1(x)$$

R2: if $$x_1$$ is $$A_2$$ and $$x_2$$ is $$B_2$$ then $$y = f_2(x)$$

(4)

where $$A_1$$ and $$B_1$$ are fuzzy sets and

$$f_1(x) = a_0^1 + a_1^1 x_1 + a_2^1 x_2$$

$$f_2(x) = a_0^2 + a_1^2 x_1 + a_2^2 x_2$$

Recall that when numerical input $$x = (x_1, x_2)$$ is presented, the inference mechanism will produce the numerical output [8]

$$y = \frac{A(x_1)B(x_2)f_1(x) + A(x_1)B(x_2)f_2(x)}{A(x_1)B(x_2) + A(x_1)B(x_2)} \hspace{1cm} (5)$$

The ANFIS model suggested by Takagi and Sugeno represents a mathematical tool, which is used to build an ANFIS model of a system. ANFIS model of a non-linear system implication rule contains fuzzy variables with unimodal membership functions. Since such membership functions are linguistically understandable, the fuzzy variables are also called linguistic variables. Takagi and Sugeno's fuzzy model approximates a nonlinear system with a combination of several linear systems by decomposing the input space into several subspaces and representing the input/output relationship, in each subspace, with a linear equation.

3 Generating Fuzzy Rules

Linguistic labels in our natural language convey useful information in human control strategies as well as in other cognitive decision processes. The fuzzy set theory approach to modelling this type of information is based on this thesis that each linguistic label can be represented as a fuzzy subset of an appropriate set $$U$$, expressing the semantics of the label. While this seems quite reasonable from a modelling point of view, the concern in applications is determining the membership function of a label. This is related to the more general and more difficult problem of determining rules. There are several approaches to answer this concern. Rules and membership functions can be given by experts, either in a subjective manner or by using some statistical sampling methods. When experts are not available, but instead, numerical experimental data are at hand, it is possible to use neural networks as a solution to the problem of rule and membership function determination. With ANFIS, the structure of the rules and the types of the membership functions are specified in advance, and the parameters of the membership functions are learned from the data [11]. However, rules and membership functions can also be determined by using methods that do not presuppose a rule structure. Both the extraction of rules and the determination of membership functions can be implemented by some
kid of clustering. Clustering using neural networks belongs to the domain of unsupervised learning that relies on input data and no corresponding outputs. As in conventional clustering, the goal is to group data points that are similar to each other in some way— that is forming clusters. Given a set of crisp input-output tuples, or training data \((x_i, y_i), \ i=1, \ldots, n\), fuzzy clustering techniques are applied to the input data to determine a collection of fuzzy clusters. Each fuzzy cluster represents one fuzzy “IF…then…” rule, where

\[
x_i \quad x_n
\]

the fuzzy membership functions in the rule are obtained by projecting the cluster to input and output spaces \([2, 6, 9]\).

In the forward pass of the hybrid learning algorithm, node outputs go forward until layer 4 and the consequent parameters are identified by the least squares method outlined above. In backward pass, the signals that propagate backwards are the error signals and the premise parameters are updated by the gradient descent method.

\[
O_{11} = \mu A_1(x_1) \\
O_{21} = \omega_1 \\
\sum a_1 x_1 + a_2 x_2 + \ldots + a_n x_n \\
\sum a_0 + a_1 x_1 + a_2 x_2 + \ldots + a_n x_n \\
\sum a_0^n + a_1^n x_1 + a_2^n x_2 + \ldots + a_n^n x_n
\]

Fig. (5) First order Sugeno fuzzy model with \(n\) rules (MISO)
3.1 Input Space Partitioning

Now it should be clear that the spirit of fuzzy inference systems resembles that of "divide and conquer"- the antecedent of fuzzy rule defines local fuzzy region, while the consequent describes the behavior within the region via various constituents [24]. The consequent constituent can be a consequent MF, a constant value (Zero-order Sugeno Model), or a linear equation (first order Sugeno Model). Different consequent constituents result in different fuzzy inference systems, but their antecedents are always the same. Therefore, the following discussion of methods of partitioning input spaces to form the antecedent of fuzzy rules is applicable to all three types of fuzzy inferences [24].

1- Grid partitioning 2- Tree partitioning 3- Scatter partitioning

3.2 Data Clustering Algorithms

Clustering algorithms are used extensively not only to organize and categorize data, but are also useful for data compression and model construction. Two different clustering algorithms are introduced [14]. The first algorithm introduces the most representative of line clustering techniques frequently used in conjunction with radial basis function networks and fuzzy modeling: subtractive clustering. Second, introduces the most representative on line clustering techniques frequently called evolving clustering methods (ECM). The advantages of this method are

1- Creating new cluster through training.
2- New fuzzy rules are created and updated during the operation of the system (through learning). Clustering partitions a data set into several groups such that the similarity within a group is larger than the among groups [15].

Clustering techniques are used in conjunction with radial basis function networks or fuzzy modeling primarily to determine initial locations for radial basis functions or fuzzy if-then rules. For this purpose, clustering techniques are validated on the basis of the following assumptions [16]:

Assumption 1:- States that the target system to be modeled is a smooth input outputs; mapping this is generally true for real world systems.

Assumption 2:- requires the data set to conform to some specific type of distribution; however, this is not always true. Therefore, clustering techniques used for structure identification in neural or fuzzy modeling are highly heuristic, and finding a data set to which clustering techniques cannot be applied is not uncommon.

4 ANFIS learning algorithm

In this section we introduce two different learning algorithms [26].

4.1 The First Learning Algorithm (Hybrid – Learning Algorithm)

From the ANFIS architecture in Fig. (5) We observe that when the values of the premise parameters are fixed, the overall output can be expressed as a linear combination of the consequent parameters [1].. Therefore, the formulas are usually referred to as kalman filter algorithm. In the forward pass of the hybrid learning algorithm, node outputs go forward until layer 4 and the consequent parameters are identified by the least squares method outlined above. In backward pass, the signals that propagate backwards are the error signals and the premise parameters are updated by the gradient descent method [16]. Table 3.2 parameters update during the forward and backward passes in the hybrid
4.2 The Second Learning Algorithm (ANFIS)

The representation in the preceding section of a neural network is simply a graphical display of the computation steps in the sugeno-Tackagi procedure. In order for this representation to be more useful in implementing the model, one needs to equip it with an efficient learning algorithm [16]. In conventional neural networks, the back propagation algorithm is used to learn, or adjust, weights, on connecting arrows between neurons from input-output training samples. In the ANFIS structure, the parameters of the premises and consequents play the role of weights. Specifically, that is, the shape is specified and the function is determined by a finite number of parameters, these parameters are called premise parameters, whereas the parameters $a_i, b_i, c_i, i=1, 2$ in the “then” part of the rules are referred to as consequent parameters. The ANFIS learning algorithm consists of adjusting the above set of parameters from sample data $((x_i^k, y_i^k), k=1,\ldots,N)$. It is important to keep in mind that when we develop a set of prototype fuzzy rules, we are in fact representing possibly nonlinear input-output relationships [16]. The effectiveness of fuzzy models representing nonlinear input-output relationships depends on the membership functions, is an important issue in fuzzy modelling [16]. This tuning task can be viewed as an optimization problem; neural network offer a possibility to solve this problem [3]. In order to train a fuzzy neural network, we need a set of training data in the form of input - output tuples, and a specification of the rules, including a preliminary definition of the corresponding membership functions [4]. A standard approach is to assume a certain shape for the membership functions depend on parameters that can be learned by the neural network. We describe one method for learning membership functions of the antecedent and consequent parts of fuzzy “If…then…” rules. Suppose an unknown function, to be realized by a fuzzy inference system is known only through the training set \[ \{(x^1, y^1),\ldots,(x^k, y^k)\} \]

where $x^k=(x_1^k,\ldots,x_n^k)\in\mathbb{R}$ and, $y^k\in\mathbb{R}$. To model the unknown function, we use fuzzy “If…then…” rules $R_i, i=1,\ldots,m$, of the following type

$R_i : \text{If } x_1^i \text{ is } A_1^i \text{ and } \ldots \text{ and } x_n^i \text{ is } A_n^i \text{ then } y=\sum_{j=1}^n z^i_j x_j^k + z_i$ \hspace{1cm} (23)

where $A_i^j$ are fuzzy membership functions and $z_i^j$ are real numbers.

5 Multiple Input /Output Systems (Extended ANFIS Algorithm)

One way to get multiple outputs is to place, as many ANFIS models side by side as there are required outputs. In this MANFIS (multiple ANFIS) no modifiable parameters set of fuzzy a rule, which makes it difficult to realize possible certain correlation between outputs [24]. An additional concern resides in the number of adjustable parameters, which drastically increases as outputs increase. This approach is represented in Fig. (7) and Fig. (8). another way of generating multiple outputs is to maintain the same antecedents of fuzzy rules among multiple CANFIS models. In short, fuzzy rules are constructed with shared membership values to express correlations between outputs. In this thesis we investigate the Second approach CANFIS to produce multiple outputs. This model is illustrated in Fig.(9).

---

**Table 2. Two passes in the hybrid learning procedure for ANFIS**

<table>
<thead>
<tr>
<th>Signal flow direction</th>
<th>forward pass</th>
<th>backward pass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consequent parameters</td>
<td>Least-Squares estimator</td>
<td>Fixed</td>
</tr>
<tr>
<td>Premise Parameters</td>
<td>Fixed</td>
<td>Gradient descent method</td>
</tr>
<tr>
<td>Signals</td>
<td>Node outputs</td>
<td>Error signals</td>
</tr>
</tbody>
</table>

---

`Fig(7). MANFIS Structure Decoupling MANFIS Structure`
In this work we convert Fuzzy inference system structure to neural network structure, such as, membership functions for input variables, membership functions for outputs variables, Rules base.

\[
a_0^i + a_1^i x_1 + a_2^i x_2
\]

**Membership functions**

\[
\mu_{A_1}(x_1)
\]

\[
\sum f_i
\]

**Fig. (8) Two outputs CANFIS Architecture with two rules per outputs**

After conversion of FIS structure to NN, we train fuzzy neural network (FNN) and compute weights of each layer, weights of inputs, and weights of outputs to generate model. Then the weights are transformed to membership function parameters to construct FIS structure. The layer structure of CANFIS is defined as follows [2, 24, 26].

**Layer 1**: Every node \(i\) in this layer is a square node with a node function

\[
O_{1,i} = \mu_{A_i}(x_1), \quad \text{For } i=1, 2, \text{ or}
\]

\[
O_{1,i} = \mu_{B_{i-2}}(x_2) \quad \text{For } i=3, 4 \quad (33)
\]

where \(x_1\) (or \(x_2\)) is the input to node \(i\), and \(A_i\) or \(B_{i-2}\) is a linguistic label, such as (small, large, etc.) associated with this node. In other words, \(O_{1,i}^i\) is the membership grade of a fuzzy set \(A=\langle A_1, A_2, B_1 \text{ or } B_2\rangle\) and it specifies the degree to which the given \(x_1\) or \(x_2\) satisfies the quantifier \(A\). Here the membership function for \(A\) can be any appropriate parameterized membership function such as the generalized bell function:
\[
\mu A_i(x_i) = \frac{1}{1 + \left| \frac{x - c_i}{a_i} \right|^2} \quad (34)
\]

Or
\[
\mu A_i(x_i) = \exp\{-[\frac{x - c_i}{a_i}]^2\} \quad (35)
\]

where \(\{a_i, b_i, c_i\}\) is the parameter set. As the values of these parameters change, the bell shaped functions vary accordingly, thus exhibiting various forms of membership functions for fuzzy set \(A\). In fact, any continuous and piecewise differentiable functions, such as commonly used trapezoidal or triangular-shaped membership functions, are also qualified candidates for node functions in this layer. In this thesis we convert equation (35) to NN structure. Parameters in this layer are referred as premise parameters.

**Layer 2:** Every node in this layer is a circle node labeled \(\pi\), which multiplies the incoming, signals and sends the product out. For instance,
\[
\omega_i = \mu A_i(x_1) \times \mu B_i(x_2) \quad i = 1, 2. \quad (36)
\]
Each node output represents the firing strength of a rule. (In fact, other T-norm operator that performs generalized AND can be used as the node function in this layer).

**Layer 3:** Every node in this layer is a circle node labeled \(N\). the \(i\)-th node calculates the ratio of the \(i\)-th rule’s firing strength to the sum of all rules’ firing strengths:
\[
\omega_i = \frac{\omega_{ij}}{\omega_1 + \omega_2}, \quad i = 1, 2 \quad (37)
\]

For convenience, outputs of this layer will be called normalized firing strengths.

**Layer 4:** Every node \(i\) in this layer is a square node with a node function
\[
\omega_i^4 = \omega_i f_i = \omega_i (a_0^i + a_1 x_1 + a_2 x_2), \quad (38)
\]
Where \(\omega_i\) is the output of layer 3, and \((a_0^i, a_1^i, a_2^i)\) is the parameter set. Parameters in this layer will be referred to as consequent parameters. \(f_{ji} = a_0^i + a_1^i x_1 + a_2^i x_2, i = 1, 2, \ldots n\) where \(n\) is number of rule, \(j\) number of output

**Layer 5:** The single node in this layer is a circle node labeled \(\sum\) that computes the overall output as the summation of all incoming signals, i.e.,
\[
\omega_j^5 = \text{overall output}_j = \sum_i \omega_i f_{ji} = \frac{\sum_i \omega_i f_{ji}}{\sum_i \omega_i} \quad (39)
\]

Thus we have constructed an adaptive network, which is functionally equivalent to a type-3 fuzzy inference system as shown in Fig. (5) from chapter 2. Fig. (10) Shows the NN layers corresponding to FIS of multiple inputs three outputs system.

The structure of NN layer for MIMO (2 i/p-3 o/p) Simulink Model of Fuzzy Neural Network is introduced. We add layer 1 for distribution. We use layer 1 to distribute inputs; one input per one membership function. Also, we add sub layer in the consequent parameter for layer 5 to compute multiple outputs. Layer 6 is the overall outputs. Table 3.2 Present the comparison between ANFIS and CANFIS

<table>
<thead>
<tr>
<th>Table 3. Comparison between ANFIS and CANFIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer 1</td>
</tr>
<tr>
<td>ANFIS</td>
</tr>
<tr>
<td>CANFIS</td>
</tr>
</tbody>
</table>

**6 Procedure of Neuro fuzzy System Identification**

In this section we introduce the procedure to construct Neuro fuzzy model. Fig. (13) Presents the preprocessing data Using Subtractive clustering Data. The Flow chart of learning ANFIS model is introduced in Fig. (12).

**7- Testing of the Modified Algorithm (CANFIS)**

To test the validity of the modified algorithm ANFIS (CANFIS) algorithm, an example is simulated from the numerical equation. The result of modified algorithm (CANFIS) showed a conformance with the simulated example and the root mean square (RMSE) is in the range of 0.00248735. This section presents the simulation results of the proposed CANFIS with off line learning. In this example, CANFIS is used to model highly nonlinear functions and the result is discussed as follows. Modeling (2) two inputs (3) three outputs nonlinear functions, in this example we consider using CANFIS to model a nonlinear sin-cos equations.
The following three equations are presented to model two inputs (3) three outputs using CANFIS. Fig. (14) Shows the relationship between inputs and outputs before training (above figure) after training (below figure) for first output. Fig. (15) Shows the relationship between inputs and outputs before training (above figure) after training (below figure) for second output. Fig. (16) Shows the relationship between inputs and outputs before training (above figure) after training (below figure) for third output where \( x_1, x_2 \) =sample number, period time=0.01 second.

\[
y_1 = (\sin(x_1 \cdot \frac{\pi}{180})) \cdot \sin(x_2 \cdot \frac{\pi}{180}); ~ (40)
\]

\[
y_2 = (\cos(x_1 \cdot \frac{\pi}{180})) \cdot \cos(x_2 \cdot \frac{\pi}{180}); ~ (41)
\]

\[
y_3 = (\sin(x_1 \cdot \frac{\pi}{180})) \cdot \cos(x_2 \cdot \frac{\pi}{180}); ~ (42)
\]

\[
e_i = y_i - \hat{y}_i, \text{ The root mean square error for model is given by}
\]

\[
RMSE = \left( \frac{1}{N} \sum_{i=1}^{N} e_i^2 \right)^{\frac{1}{2}} ~ i=1,2,\ldots,N, j=1,2,3 \quad (43)
\]

Where \( N \) is number of samples, \( y_i \) is the output of numerical equation; \( \hat{y}_i \) is the actual output of CANFIS Model. Mean square error of modified algorithm is equal to (MSE) =0.00248735, after execution of program (TestFIS) which is found in the CD of programs. The RMSE is computed from equation (43). This result shows very good performance of the modified algorithm.
Structure

Training

Computed output

Load I/O data

Partition or subtractive Clustering

Set \(a, b, c\) for each inputs

Determine numbers of rules = # of \(i/p\) #membership

Layer 1

\[ O_1^i = \mu_{A_i}(x), \quad O_1^i = \mu_{A_i}(x), \]

\[ \mu_{A_i}(x) = \frac{1}{\left[ \left( \frac{x - e_i}{a_i} \right)^2 + b_i \right]}, \quad 1 \leq n \]

Layer 2

\[ O_2,i = \omega_i \mu_{A_i}(x) \times \mu_{B_i(y)} \quad i = 1, 2. \]

Layer 3

\[ \omega_i = \frac{\omega_i}{\omega_1 + \omega_2}, \]

Clustering as shown in Fig 3.12

Next membership function

Layer 2

\[ O_2,i = \omega_i \mu_{A_i}(x) \times \mu_{B_i(y)} \quad i = 1, 2. \]
Fig. (12) The Flow chart of learning ANFIS Model

Layer 4
\[ o^4_i = \sigma_i f_i = \sigma_i (p, x + q, y + r) \]

Layer 5
\[ \hat{o}_i^5 = \text{overall output} = \sum_i \sigma_i f_i = \frac{\sum_i \sigma_i f_i}{\sum_\omega} \]

\[ A_{ij} = \frac{w_{ij}}{\text{sum}(w_{ij})} \]
\[ P = (A^T A)^{-1} A^T Y \]
Compute error
\[ E = Y^r - O^5 (y^r) \]

Change the parameters a, b, c (Back Propagation)

Parameters

yes

E^2 > Tolerance

Test accepted

Increases no of epoch

No

Changes the shape of membership

Stop

Check Accepted

yes

No
Fig. (14) System Response of CANFIS after Training for 2 inputs three outputs for first output

Fig. (16) System Response of CANFIS after Training for 2 inputs three outputs for third output
8 Conclusions

In this paper, the principles of neuro fuzzy Systems have been investigated. Membership Function Generation and its mapping to Neural Network are introduced. An adaptive network fuzzy inference system (ANFIS) is introduced, and Multiple Inputs /Outputs Systems (Extended ANFIS Algorithm) is implemented. A Modification algorithm of ANFIS, Coupling of ANFIS called coactive neuro fuzzy system (CANFIS), is introduced and implemented using Matlab. The software of the modified algorithm of MIMO model identification is built.

To test the validity of the modified algorithm ANFIS (CANFIS algorithm), an example is simulated from the numerical equation. The result of modified algorithm (CANFIS) showed a conformance with the simulated example and the root mean square (RMSE) is in the range of 0.00248735.
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