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Abstract: In this paper optimization of flux vector control (FOC) drives performance are studied. Genatic algorithm 
(GA) and Particale swarm optimization (PSO) are used for this purpose. Optimuim flux referance identifection by 
using GA and PSO are used to minimize the motor input power to have the optimuim motor efficiency. Selecting of 
the optimal gains using both methods are done to improve the motor response and behavior. A comparison between 
the simulation results were illustrated to evaluate the Performance for the developed controller adopting (GA) and 
(PSO) algorithms.The results show that, the proposed PSO controller algorithm has better optimization performance 
more than the proposed GA in both for gain tunning and also for the selection flux set point. 
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I. Introduction: 

Induction motor is an electromechanical device 
that converts electrical energy to mechanical energy, 
Field oriented vector control drives are capable of 
both speed and torque regulation because they control 
both current components and the angle (vector sum) 
between them. They provide excellent torque 
characteristics plus tighter speed regulation. These 
types of drives give independent torque and flux 
control and allowing a continuous regulation of the 
motor speed and torque. These types of drives give 
the best performance in controlling the AC motors. In 
recent years, optimization algorithms have received 
increasing attention by the research community as 
well as the industry to solve various complex control 
problems as an alternative or complement to the 
conventional methods [1]. Optimization techniques 
using analogy of swarming principle have been 
adopted to solve a variety of engineering problems in 
the past decade. Swarm Intelligence (SI) is an 
innovative distributed intelligent paradigm for 
solving optimization problems that originally took its 
inspiration from the biological examples by 
swarming, flocking and herding phenomena in 
vertebrates. A population of particles exists in the n-
dimensional search space in which the optimization 
problem lives in. Each particle has a certain amount 
of knowledge, and will move about the search space 
based on this knowledge. The particle has some 
inertia attributed to it and so it will continue to have a 
component of motion in the direction it is moving [2]. 
Parsopoulos and Vrahatis attempted to improve the 
search efficiency in PSO by performing two stage 

transformation of the objective function which 
eliminates and elevates the neighborhood of the local 
minima [3]. Alternative runs and tumbles in Ecoli 
bacteria found in the human intestine constitute 
chemo taxis and this foraging mechanism was 
imitated by Kevin Passino for solving optimization 
problem in control system [4]. In the earlier PSO 
algorithms, each particle of the swarm is accelerated 
by its best previous position and towards the best 
particle in the entire swarm. Here, the underlying 
assumption is that each particle in the swarm 
remembers the best position already visited and also 
it is informed about the best particle position. After 
letting the particles to search adequate number of 
times in the solution space independently for the best 
possible positions, they are attracted to the basin 
containing the best particle by establishing proper 
communication among them about the search 
environment [5]. Genetic Algorithm also is 
considered as the famous evolutionary tuning method 
which has been implemented in twin rotor modeling 
and controller parameter tuning through recent 
literature [6-7]. Although GA can provide good 
solutions in tuning controllers that has a complex 
model, it requires huge memory and faster processing 
units with large word lengths to execute huge number 
of repeated computations [8-9]. Moreover, for highly 
multi-modal problems, the solutions may lose 
diversity and get trapped in local minima at some 
points unless special method is adopted to avoid 
premature convergence to suboptimal region of the 
search space [10]. This paper is organized as follows; 
Section II gives a description of the used induction 
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motor model while, section III gives field oriented 
vector control (FOC) drive overview. The proposed 
GA algorithm is presented in section IV and the 
proposed PSO Algorithm is presented in section V. 
Simulation results adopting GA and PSO are 
provided in section VI and finally the conclusion of 
this work is presented in section VII. 
  

II-Induction Motor Model 
The overall dynamics of the induction motor 

under assumption of equal mutual inductances   and 
linear magnetic circuit are given by the following 
fifth- order model [11-13]: 
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Where; 
Ψd and Ψq  are the d-q axis components of the motor 
flux  and   ω is the motor speed.ud, uq  are the d-q axis 
components of the motor voltgae,  id, iq are the stator 
current components, the np is the motor pair poles,M 
is the mutual inductance and Rs and Rr are the stator 
and rotor resistance respectivelly.Ls and Lr are stator 
and rotor self inductance respectivelly and Tl is the 
load torque. 

)LsLrM2(1σ −= ; 







=

Lr

Rrα ;














=

LL RS

M

σ
β  ; 














=

L
n

r

p

J

M
µ ;             (2)                             

ψa

ψbarctanp =   and  










+














=

Lsσ

Rs

L2
rLsσ

RrM
γ  

 
Iii- Field Oriented Vector Control Model 

The induction motors have various methods of 
control and the particular method to be adopted 
depends on the nature of the application. The current 
in an ac motor can be separated into two distinct 
components; Id or the flux producing current 
component and Iq or the torque producing current 
component.The total current is the vector sum of 

those two current components, the torque produced in 
the motor is based on the cross product of these 
vectors [14]. Different technologies in drive system 
implement different levels of control over one or 
more of these components and the vector angle 
between them [15]. Thus FOC has the flux and torque 
independent of each other and as a result of the FOC 
is the advantages of increasing starting torque, 
increasing low speed torque, increased shock load 
capability, tighter speed and torque regulation.The 
FOC de-coupling control is shown in Fig.1[ 16]. 
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Fig.1: FOC de-coupling control 

 
The voltage is the command action, required 

to cancel the nonlinearity by using voltage state 
feedback. So ψd is regulated directly by Vd, after ψd 
becomes constant, the equation of speed becomes 
linear and voltage Vq regulates the speed ω directly. 
The voltage feedback equations [16] are: 
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Whree φ: is the flux referance value. 
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The current commands to Voltage commands 
equations are the following: 
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Where Id and Iq are the actual d-q stator current 
components respectively. The current command 
equations in term of flux and speed set points are the 
following: 

                                              

           (7) 

The main purpose of this paper is to optimize the 
performance of the FOC technique by improving the 
motor efficiency by identifing the optimuim refrece 
flux. Also selecting the optimal flux set point optimal 
selection of the controller gains (K1, K2, K3, K4 and 
K5). The optimization is done using genetic 
algorithm and practical swarm optimization methods.  

 

IV - Proposed Genetic Algorithm 
Genetic algorithms (GAs) are global 

optimization techniques that avoid many 
shortcomings exhibited in conventional search 
techniques on a large and complicated search space. 
The application of GAs to control engineering can 
broadly be classified into two distinct areas: off-line 
design and on-line optimization. On-line applications 
tend to be quite rare because of the difficulties 
associated with using a GA in real-time and directly 
influencing the performance of the system. GAs has 
been applied to controller design problems as well as 
to system identification techniques. In each case, 
either the parameters or the structure can be 
optimized, or potentially both [17]. Other 
applications include fault diagnosis, stability analysis, 
sensor-actuator placement, and other combinatorial 
problems. In any design problem there is a multi 
dimensional space of possible solutions. Some of 
these solutions may be acceptable, but not the best 
(Local Optimum). Optimal mathematical solutions 
could be obtained from a control system with linear 
plant dynamics. The GA can be regarded as a 
research method from multiple directions to solve for 
problem solutions, since it contains three 
evolutionary operations: reproduction, crossover, and 
mutation. In the traditional binary-coded GA, all the 

variables of interest must be encode as binary digits 
(genes) and a collection of binary digits further forms 
a string (chromosome)[18].  Then three standard 
genetic operations, i.e., reproduction, crossover, and 
mutation are performed to produce a new generation. 
Such procedures are repeated until the pre-specified 
number of generations is achieved, or the required 
accuracy is satisfied. Some studies applying 
traditional GA with binary coding to solve 
optimization problems such as the PID controller 
design [19]. After6 a manipulation of binary-coded 
GA, the final binary digits are then decoded as 
original real numbers. This is an indirect optimization 
problem searching .The GA can use single or 
multiple crossovers algorithm. The most important 
problem in the design of GA is to choose the fitness 
function, chromosomes, reproduction,   crossover, 
mutation and the stopping rules of algorithm. 

In this paper the optimization process was 
done using MATLAB/ SIMULINK/GA toolbox 
parameters as follows; 
in case of  optimal controller gains , the number of 
variables are five , the population type is double 
vector , population size is 20 , the initial range of 
variables are [200 – 600 ] for K1 , K2 , [0-20] for K3 
and K4 , [500-5000] . For the reproduction , the  elite 
count is 2 and the crossover friction is 0.8 , the 
mutation function is Gaussian , the crossover function 
is scattered , the stopping rules is the no of generation 
is 100 , and the stall time limit is 200 sec , in case of 
efficiency optimization , the no of variables are one 
and the initial range is [ 0.1 – 2] , all other parameters 
are the same .  

A.  FITNESS FUNCTION 

The most critical step in applying GA Algorithms is 
to choose the objective functions that are used to 
evaluate fitness of each chromosome. In this paper 
there will be two genetic algorithms, one is to 
improve the drive performance as in by selecting the 
optimal gains of K1, K2, K3, K4, K5 of the equations 
(7), and the other algorithm is to optimizing the 
motor efficiency by selecting the optimal flux set 
point. 
The following two fitness functions are used for 
optimization proccess; 
  

• For the case of improving the motor 
efficiency, the fitness function will be motor input 
power. 
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Such that fref   is the reference flux and fr is the motor 
rotor flux, wref is the reference speed and ωr is the 
motor speed.                                                     

B.  CHROMOSOMES 

Let parent chromosomes are selected to be crossed 
and parameters (gains) be a random number chosen 
from [0, 10]. And for the parameter of flux reference 
will be chosen in the range from [0.1, 2].  

C.  MUTATION 

In this paper, dynamic mutation is applied. The 
mutation process randomly picks up Pm ×  N 
Chromosomes to be mutated. The algorithm stops if 
the pre-specified number of generations is 
achieved.Figure 2 shows the outline of design steps 
and data flow for the real-coded GA. 

D.  STOPPING RULES 

The processes of generating new chromosomes and 
selecting those with better function values are 

continued until the given stopping conditions are 
satisfied. The process can be stopped after a fixed 

number of generations, or when any significant 
improvement in the solution ceases to occur. In this 
paper, GA is run for a fixed number of generations 
100 Generations and the size of population or the 

number of individuals in each generation is 
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Fig. 2: The data flow of RCGA 
 

 

 

V-Proposed Particle Swarm Algorithm 
Optimization techniques using analogy of 

swarming principle have been adopted to solve a 
variety of engineering problems in the past decade. 
Swarm Intelligence (SI) is an innovative distributed 
intelligent paradigm for solving optimization 
problems that originally took its inspiration from the 
biological examples by swarming, flocking and 
herding phenomena in vertebrates. A population of 
particles exists in the n-dimensional search space in 
which the optimization problem lives in. each particle 
has a certain amount of knowledge, and will move 
about the search space based on this knowledge. The 
particle has some inertia attributed to it and so it will 
continue to have a component of motion in the 
direction it is moving [19-20].  

The particle swarm optimization PSO 
algorithm we employ here is based on that Particles 
fly through the solution space and are influenced by 
both the best particle in the particle population and 
the best solution that a current particle has discovered 
so far. The best particle in the population is typically 
denoted by (global best), while the best position that 
has been visited by the current particle is donated by 
(local best) [21]. The (global best) individual 
conceptually connects all members of the population 
to one another. That is, each particle is influenced by 
the very best performance of any member in the 
entire population. The (local best) individual is 
conceptually seen as the ability for particles to 
remember past personal success. The particle swarm 
optimization makes use of a velocity vector to update 
the current position of each particle in the swarm. 
The position of each particle is updated based on the 
social behaviour that a population of individuals 
adapts to its environment by returning to promising 
regions that were previously discovered. [22].  

Let the ith particle of the swarm is 
represented by theD–dimensionalvector 

1 2  ( ,  ,...,   )i i i iDx x x x= and the best particle in 

the swarm, i.e. the particle with the smallest function 
value, is denoted by the index g. The best previous 
position (the position giving the best function value) 
of the ith particle is recorded and represented as 

1 2 ( ,  ,...,  )i i i iDp p p p= , and the position change 

(velocity) of the ith particle is 

1 2 ( ,   ,...,  )i i i iDv v v v= . , The particles are 

manipulated according to the equations; 
 

 1 1 2 2  .  . .( - )  . .( - )id id id id gd idv w v c r p x c r p x= + + (10)       

&        id id idx x v= +            (11) 
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Where;  d = 1, 2, . . . , D; i = 1, 2, . . . , N and N is the 
size of swarm ( no of birds ); w is the inertia weight; 
c1 and c2 are two positive constants; r1 and r2 are the  
random values . Equation (10) is used to calculate ith 
particle’s new velocity by taking into consideration 
three terms: the particle’s previous velocity, the 
distance between the particle’s best previous and 
current position, and, finally, the distance between 
swarm’s best experience (the position of the best 
particle in the swarm) and ith particle’s current 
position. Then, following the second equation, the ith  
particle flies toward a new position. In general, the 
performance of each particle is measured according 
to a predefined fitness function, which is problem 
dependent. The role of the inertia weight w is 
considered very important in PSO convergence 
behaviour. The inertia weight is employed to control 
the impact of the previous history of velocities on the 
current velocity. In this way, the parameter w 
regulates the trade–off between the global (wide–
ranging) and local (nearby) exploration abilities of 
the swarm. A large inertia weight facilitates global 
exploration (searching new areas); while a small one 
tends to facilitate local exploration, i.e. fine–tuning 
the current search area. A suitable value for the 
inertia weight w usually provides balance between 
global and local exploration abilities and 
consequently a reduction on the number of iterations 
required to locate the optimum solution. A general 
rule of thumb suggests that it is better to initially set 
the inertia to a large value, in order to make better 
global exploration of the search space, and gradually 
decrease it to get more refined solutions, thus a time 
decreasing inertia weight value is used.  
In this paper, the pso will be used to evaluate the 
optimal gains of the field oriented vector controller 
and for selecting the optimal flux set point for 
efficiency improvement of the motor, the fitness 
function to be minimized in the two cases are  the 
same as in equations (8) and (9) .      

For the optimal gains to be chosen, there will be 
five variables (r1 to r5) which are the controller gains, 
there will be five constants (c1 to c5 ) to be chosen as 
c1= 0.8 , c1= 0.6 , c3= 0.5 , c4= 0.15 , c5= 0.12 ,  
w=0.9 , n= 50 , max no of bird step is 30  and the 
variable boundary  are [ 0 to 50 ]  

For the optimal flux set point , there will be one 
variable  (r1 ) which is  the flux reference , there will 
be one  constants (c1) to be chosen as c1= 0.12  ,  
w=0.9 , n= 50 , max no of bird step is 30  and the 
variable boundary  are [ 0.1 to 2 ]  
 

VI- Simulation Results 
The simulation targets are: 
• From the behavior of the motor without any 

control during the speed and flux manual change. 

For FOC the speed and the flux are independent 
variables. The opitmuim flux referance value can 
be identified which has the minimuim input 
power.The motor behavoir at this case will be 
shown in part A. 

• For the optimization proceess is to identify the 
optimuim flux referance automatically by GA 
and PSO techniques. These results are illustarted 
in part B. 

• The optimum gains selction for the controller of 
field oriented vector control shown in equations 
(6) and (7) using GA and PSO. These results are 
intreduced in part C. 

 
A.  Performance during Flux Referance Change 

without Control 
Starting the simulation with speed reference 100 

r.p.m from zero to 100 sec, then it increased to 200 
r.p.m from time of 100 sec to 200 sec as in Fig. 3. 
While the reference flux was increased from 0.15 
weber to 0.45 weber in steps as shown in Fig. 4. As 
shown in Fig. 5, the motor input power is starting 
with high value then decreasing with flux reference 
increasing to reach it’s minimum value then 
increasing. The Id and Iq currents response are 
illustared in Fig. 6 and Fig. 7 respctively.These 
results indicate that the optimuim refrenace flux is 
0.24 weber which has the minimuim motor input 
power.  
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  Fig .3:  Motor speed 
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 Fig.5:  Motor input power 
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 Fig. 6: Motor Id current 
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 Fig. 7: Motor Iq current 

 
B. Performance during Optimuim referance Flux 

Selection by GA and PSO  
Using GA and PSO, there will be only one 

variable in the proposed flux fitness function shown 
in equation (8), it is the value of the optimal flux 
referance. The results are illustared in Fig’s from (8 –
11) , it show that by using GA, the flux referance , 
fref=0.17944, and for PSO, the reference will be 0.244 
weber.So The PSO referance value is so closelly to 
the targt optimuim referance flux that was determined 
before without control. The input power of PSO gives 
better motor efficiency than GA with the same 

previous parameters and speed reference as shown in 
Fig. 8. 
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Fig.8: Motor input power with GA & PSO 
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Fig.9: Motor rotor flux using GA and PSO 
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Fig. 10 motor Id using GA and PSO 
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Fig 11: Motor Iq current using GA and PSO 

 
C.  Performance during Optimuim Gains Selection 

by GA and PSO  
In this part, selecting of the optimal value of the 
controller gains (k1 , k2 , k3 , k4 and k5 ) ,is done by 
using GA with the same motor parameters and with 
the same speed reference using the gains fitness 
function  as in equation (9). The optimuim gains 
using  GA are (k1= 450.5, k2= 510, k3= 9.8, k4= 11, 
k5= 960 ), while their vaule by using  PSO  are ( k1= 
231.9 , k2= 355.5 , k3= 20.6 , k4= 534.5 , k5= 737.5). 

The response of the motor speed in the two 
control methods shown in Fig .12. The motor speed 
by using PSO is better than the GA performance as it 
is closelly to the referance value. The rotor flux at 
both optimization methods are shown in Fig.13, the 
PSO flux has minimum overshoot than in the case of 
GA. 
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Fig. 12: Motor speed GA and PSO with optimum 

gains. 
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Fig. 13: Rotor flux GA and PSO with optimum 

gain 
 

VII Conclusion: 
In this paper, two different techniques of 

artificial intelligent which are genetic algorithm and 
partical swarm optimization have been used to 
improve the performance of field oriented vector 
control drive. Selecting of the optimuim refernace 
flux was done by the two methods compared to the 
uncontrolled methods.Also the optimuim gains 
selection were done to enhance the motor response. 
The results show that the proposed are reliable and 
capable to enhance the motor behavior using the FOC 
drive by selecting the optimuim gains. The PSO 
method has better response than the GA method.The 
proposed techniques minimize the input power which 
means increasing the motor efficiency by selecting 
the optimuim referance flux. 
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