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Abstract: The patterns recognition of measured quantities for the diagnostic purposes in the field of nuclear 
research reactors is very important. It represents one of the fundamental tasks for the operation and accidents 
management. In this paper, the Nuclear Research Reactors accident's pattern recognition is tackled within neural 
network approach. Such patterns are introduced initially without noise. The simulated output values of the matrix's 
diagonal are larger than 0.9, (approximately equal 1), this means the outputs is approximately equal the targets and 
the network is well trained. To increase the reliability of such neural network, the noise ratio up to 50% was added 
for training in order to ensure the recognition of these patterns if it introduced with noise. Also, because of the 
limited amount of data (patterns), this work has taken care to increase the size of these data (patterns) when it 
introduced as training packages, by adding different random noise ratios as different sets at different times to ensure 
proper training of the neural network components. The neural network has been tested after training, and also finally 
tested by providing separate data patterns to ensure the ability of the constructed network to recognize these 
patterns. Experiments have shown excellent results; where the network did not make any errors for input vectors 
(patterns) with the noise level from 0.00 up to 0.14. When the noise level is larger than 0.15 was added to the input 
vectors (patterns) both networks began making errors. 
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1. Introduction 

As a basic definition, a neural network is an 
assembly of interconnected processing elements used 
to represent a real world system, i.e. a neural network 
is an interconnected web of individual neurons. In 
simpler terms, a neural network is a mathematical 
system used to approximate a system output based on 
a specific input. Or, it is a massively parallel 
distributed processor made up of simple processing 
units, which has a natural propensity for storing 
experiential knowledge and making it available for 
use [6].  

Matlab's Neural Network Toolbox is software 
that provides comprehensive support for many 
proven network paradigms, as well as graphical user 
interfaces (GUIs) that enable to design and manage 
neural networks. The Toolbox supports both 

supervised and unsupervised neural networks. The 
supervised neural networks are trained to produce 
desired outputs in response to sample inputs, making 
them, particularly well suited to modeling and 
controlling dynamic systems, recognizing noisy data, 
and predicting a future event, which is our domain, 
demand [5-8]. 

In this work, a neural network is designed and 
trained to recognize the 9 accidents of the nuclear 
reactors. By the aid of reactor operation crew and 
Safety Analysis Report (SAR) of the reactor, also the 
Atomic Energy Authority (AEA) experts, data sets 
were collected for the eight accidental cases listed 
below plus the normal operation case (Classes) as 
shown in Figure (1). So the total cases, which we 
have, are nine. The result is that each accident is 
represented as a 3-by-5 grid of Boolean values. 

 
Figure (1): Sample of reactor accidents data patterns. 
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However, the data sets perhaps are not perfect, 

and the accidents can suffer from noise. Perfect 
recognition of ideal input vectors is required and 
reasonably accurate recognition of noisy vectors, see 
Figure (2). 

The nine 15-element input vectors are defined in 
the function accmodels as a matrix of input vectors 
called accidents. The target vectors are also defined 
in this file with a variable called, targets. Each input 

vector is a 15-element vector (3-by-5), Figure (3), 
with a 1 in the position of the accident it represents, 
and 0’s everywhere else. For example, the TR0 is to 
be represented by a 1 in the first element (as TR0 is 
the first accident of the accidents), and 0’s in 
elements two through fifteen. 

 

 
 

Figure (2): Program flowchart using Matlab. 

http://www.americanscience.org                                    editor@americanscience.org 484



Journal of American Science, 2011; 7(4)                                        http://www.americanscience.org 

 

Figure (3): Samples of (15x9) matrix of (3x5) bit 
maps for each Accident. 

x5) bit 
maps for each Accident. 

This paper comprises five sections. After 
this introductory section, Neural Network 
Implementation is in section (2). Results and 
Discussions are in section (3). Conclusion is in 
section (4).  Finally, References are in section 
(5). 

This paper comprises five sections. After 
this introductory section, Neural Network 
Implementation is in section (2). Results and 
Discussions are in section (3). Conclusion is in 
section (4).  Finally, References are in section 
(5). 

2. Neural Network Implementation 2. Neural Network Implementation 

The network receives the 15 Boolean values 
as a 15-element input vector (3-by-5). It is then 
required to identify the accident by responding 
with a 9-element output vector. The 9 elements 
of the output vector each represent an accident. 

To operate correctly, the network should respond 
with a 1 in the position of the accident being 
presented to the network. All other values in the 
output vector should be 0. 

The network receives the 15 Boolean values 
as a 15-element input vector (3-by-5). It is then 
required to identify the accident by responding 
with a 9-element output vector. The 9 elements 
of the output vector each represent an accident. 

To operate correctly, the network should respond 
with a 1 in the position of the accident being 
presented to the network. All other values in the 
output vector should be 0. 

In addition, the network should be able to 
handle noise. In practice, the network does not 
receive a perfect Boolean vector as input. 
Specifically, the network should make as few 
mistakes as possible when recognizing vectors 
with noise of mean 0 and standard deviation of 
0.2 or less. 
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receive a perfect Boolean vector as input. 
Specifically, the network should make as few 
mistakes as possible when recognizing vectors 
with noise of mean 0 and standard deviation of 
0.2 or less. 

2.1 Network Architecture 2.1 Network Architecture 

The neural network needs 15 inputs and 9 
neurons in its output layer to identify the 
accidents. The network is a two-layer log-
sigmoid/log-sigmoid network. The log-sigmoid 
transfer function was picked because its output 
range (0 to 1) is perfect for learning to output 
Boolean values. 

The neural network needs 15 inputs and 9 
neurons in its output layer to identify the 
accidents. The network is a two-layer log-
sigmoid/log-sigmoid network. The log-sigmoid 
transfer function was picked because its output 
range (0 to 1) is perfect for learning to output 
Boolean values. 

 
Figure (4):  neural network design for accidents patterns recognition  

  
a2 = f2 (LW2,1 (f1 (LW1,1p + b1) + b2) = yj, --- (1) 
where:  j is neurons in the output layer, 

The hidden (first) layer has 10 neurons. This 
number was picked by guesswork and 
experience. If the network has trouble learning, 
then neurons can be added to this layer, Figure 
(4).  

The network is trained to output a 1 in the 
correct position of the output vector and to fill 
the rest of the output vector with 0’s. However, 
noisy input vectors can result in the network’s 
not creating perfect 1’s and 0’s. After the 
network is trained the output is passed through 
the competitive transfer function compet. This 
makes sure that the output corresponding to the 
accident most like the noisy input vector takes on 

a value of 1, and all others have a value of 0. The 
result of this post-processing is the output that is 
actually used. 
2.2 Network Training 

To create a network that can handle noisy 
input vectors, it is best to train the network on 
both ideal and noisy vectors. To do this, the 
network is first trained on ideal vectors until it 
has a low sum squared error. Then the network is 
trained on 10 sets of ideal and noisy vectors. The 
network is trained on two copies of the noise-
free accidents at the same time as it is trained on 
noisy vectors. The two copies of the noise-free 
accidents are used to maintain the network’s 
ability to recognize ideal input vectors. 

http://www.americanscience.org          editor@americanscience.org 
 

485



Journal of American Science, 2011; 7(4)                                        http://www.americanscience.org 

 

http://www.americanscience.org          editor@americanscience.org 
 

486486

1

2
ki,ki,

K

K

N

1=i
)y -(t=SSE ∑∑

=

Unfortunately, after the training described 
above the network might have learned to 
recognize some difficult noisy vectors at the 
expense of properly recognizing a noise-free 
vector. Therefore, the network is again trained on 
just ideal vectors. This ensures that the network 
respond perfectly when presented with an ideal 
accident. All training is done using 
backpropagation with both adaptive learning rate 
and momentum, with the function 'traingdx'.  
The Error (Performance) is calculated in terms of 
Sum-Squared Error (SSE), equation (2), or 
Mean-Squared Error (MSE), equation (3), 
according to the choice of the performance 
function at the network creation by the following 
two equations: 
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(3) 
Where N and K denote the number of 

patterns and output nodes used in the training 
respectively, i denotes the index of the input 
pattern (vector), k denotes the index of the output 
node, ti,k and yi,k express the desired output 
(target) and actual output values of the k

th 
output 

node at i
th 

input pattern, respectively. The 
calculation of the output is according to figure 
(4) for two layers network using equation (1). 

2.2.1 Training without Noise 

The network is initially trained without 
noise for a maximum of 5000 epochs or until the 
network sum squared error falls beneath 0.1. 
Figure (5) shows the output every 20 epochs, and 
the training stop when the Performance goal is 
met at epoch number158. The procedure for 
backpropagation training is as follows, (for each 
input vector associate a target output vector): 

   while not STOP 
   STOP=TRUE 
      for each input vector 
         perform a forward sweep to find the actual 
output 
         obtain an error vector by comparing the 
actual and target output 
          if the actual output is not within tolerance 
set STOP= FALSE 
         perform a backward sweep of the error 
vector 
         use the backward sweep to determine 
weight changes 
         update weights 
  end while 

 

    Figure (5):  neural network training output                   Figure (6): Performance vs. Number of Epoch 
 

Figure (6) show the plot of performance vs. 
number of epochs. Figure (7) show the network 
response simulation. Figure (7-a) show a 9x9 
simulation output matrix's diagonal values that 

are larger than 0.9, and Figure (7-b)  show a 9x9 
matrix with diagonal values equal 1, which 
means that the outputs is equal the targets and 
the network is trained  well. 
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                  Figures (7-a)                                                                                   Figures (7-b)  

Figure (7):  neural network output for Accidents Patterns Recognition 

 

2.2.2 Training with Noise 

To obtain a network not sensitive to noise, a new 
copy of the neural network was made and trains 
this network with two ideal copies and two noisy 
copies of the vectors of accidents. The target 
vectors consist also of four copies of the vectors 
in target. The noisy vectors have noise of mean 
0.1 and 0.2 added to them. This forces the 
neuron to learn how to properly identify noisy 
accidents, while requiring that it can still respond 
well to ideal vectors. 

  P = [(P + randn(R , Q)* noise percent %)] (4) 

To train with noise, the maximum number of 
epochs is reduced to 300 and the error goal is 
increased to 0.6, reflecting that higher error is 

expected because more vectors (including some 
with noise), are being presented. 

2.3.2.1 Results of training with noise 

An example of the ten passes, for training the 
network with noise shown in the following 
paragraphs. In pass2, as example, the goal is met 
after 5 epochs, where it means one of the 
stopping criteria is met. The stopping criterion 
here is the sum of squares errors (SSE). 

Pass = 2 
traingdx-calcgrad, Epoch 0/300, SSE 
0.67199/0.6, Gradient 1.35261/1e-006 
traingdx-calcgrad, Epoch 5/300, SSE 
0.588967/0.6, Gradient 1.10811/1e-006 
traingdx, Performance goal met, Figure (8). 

 

       Figure (8): training with noise (Pass2)                                          Figure (9): training with noise (Pass4) 

Pass = 4 
traingdx-calcgrad, Epoch 0/300, SSE 
0.998751/0.6, Gradient 2.18894/1e-006 
traingdx-calcgrad, Epoch 11/300, SSE 
0.585503/0.6, Gradient 1.29207/1e-006 
traingdx, Performance goal met, Figure (9). 

 

Pass = 7 
traingdx-calcgrad, Epoch 0/300, SSE 
1.22755/0.6, Gradient 1.04305/1e-006 
traingdx-calcgrad, Epoch 20/300, SSE 
0.912542/0.6, Gradient 1.58917/1e-006 
traingdx-calcgrad, Epoch 29/300, SSE 
0.592562/0.6, Gradient 1.11897/1e-006 
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    Figure (10): training with noise (Pass7)                               Figure (11): training with noise (Pass9) 

Pass = 9 
traingdx-calcgrad, Epoch 0/300, SSE 
0.752496/0.6, Gradient 2.33902/1e-006 
traingdx-calcgrad, Epoch 4/300, SSE 
0.567219/0.6, Gradient 1.64352/1e-006 
traingdx, Performance goal met, Figure (11). 

Pass = 10 
traingdx-calcgrad, Epoch 0/300, SSE 
0.523948/0.6, Gradient 2.13407/1e-006 
traingdx, Performance goal met. 
 

2.2.3 Training without Noise Again 

Once the network is trained with noise, it makes 
sense to train it without noise once more to 
ensure that ideal input vectors are always 
classified correctly. Therefore, the network is 

again trained with code identical to the previous 
paragraph 2.3.1. 

3.0 Results and Discussion 

The reliability of the neural network accidents 
recognition system is measured by testing the 
network with input vectors with varying 
quantities of noise. The script file 
AccidentsRecogniton tests the network at 
various noise levels, and then graphs the 
percentage of network errors versus noise. Noise 
with a mean of 0 and a standard deviation from 0 
to 0.5 is added to input vectors. At each noise 
level, 100 presentations of different noisy 
versions of each accident are made and the 
network’s output is calculated.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure (12): the reliability for the network trained with and without noise 
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In Figure (12), the solid line on the graph 

shows the reliability for the network trained with 
and without noise. The reliability of the same 
network when it was only trained without noise 
is shown with a dashed line. Thus, training the 
network on noisy input vectors greatly reduces 
its errors when it has to recognize noisy vectors 
and its output is approximately equal the training 
the same network without noisy input vector 
output. 

The network did not make any errors for 
vectors with noise level of mean 0.00 or 0.14. 
When noise level of mean is larger than 0.15 was 
added to the vectors both networks began 
making errors. 

If a higher accuracy is needed, the network 
can be trained for a longer time, or retrained with 
more neurons in its hidden layer. Also, the 
resolution of the input vectors can be increased 
to a 6-by-10 grid. Finally, the network could be 
trained on input vectors with greater amounts of 

noise if greater reliability were needed for higher 
levels of noise. 

 To test the system, create an accident with 
noise and present it to the network. As example, 
when the accident TR2 (number 3), see figures 
(1), and add the noise using the "randn()" 
function to generate values from a normal 
distribution with mean 1 and standard deviation 
2, then the output is passed through the 
competitive transfer function "compet()", that 
returns a matrix with a 1 in each column where 
the same column of the input has its maximum 
value, and 0 elsewhere. Figure (13-A) display the 
output of the noisy accident TR2, as the noise-
free accident TR2 in figures (1), that means the 
network functioned correctly as expected. Also, 
when the same test carried out using accident 
TR4 and TR7, as examples, the same results 
were given; see figures (13-B), figures (13-C) 
and all other examples were tested.  

 

Figures (13-A) 
                       

 
Figures (13-B) 
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Figures (13-C) 
 
 

Figure (13): Sample Output of the system test when presenting sample of noisy input data to the neural 
network 

 

The performance of a constructed network 
can be measured by investigating the network 
response in more detail, by performing a 
regression analysis between the network 
response and the corresponding targets.  Where 
the entire data set are entered the network and a 
linear regression between the network outputs 
and the corresponding targets are performed. 
After the network output and the corresponding 
targets are passed to the Matlab's function 
'postreg', it returns three parameters for the 
equation: 

 Output = m Target + b (5)  

From equation (2), the first parameter is the 
slope m=0.97, and the second one is the y-
intercept b=0.0073 of the best linear regression 
relating targets to network outputs. This output, 
you can see that the numbers are very close to 
the perfect fit (outputs exactly equal to targets), 
would be 1, and the y-intercept would be 0. The 
third parameter returned is the correlation 
coefficient (R-value) between the outputs and 
targets. The correlation coefficient between two 
variables is a real number (r) which expresses the 
type and the degree of the relation between the 
two variables. It is a measure of how well the 
variation in the output is explained by the 
targets. If this number is equal to 1, then there is 
perfect correlation between targets and outputs. 
In the application, the number is very close to 1 
(0.99953), which indicates a good fit. 

Figure (12) illustrates the graphical output 
provided by the function 'postreg'. The network 
outputs are plotted versus the targets as open 
circles. The best linear fit is indicated by a 
dashed line. The perfect fit (output equal to 
targets) is indicated by the solid line. In this 
figure, it is difficult to distinguish the best linear 

fit line from the perfect fit line because the fit is 
so good. 

Output = 0.97 Target + 0.0073 
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Figure (13): the reliability for the network trained with and without noise 

 

4.0 Conclusion 

This paper proved the efficient use of an 
artificial neural network as a promising method 
for the nuclear reactor accidents patterns 
recognition. A two layers feedforward neural 
network with backpropagation training 
algorithm, which updates the network weights 
and biases in the direction of the negative of the 
gradient and trained with an adaptive learning 
rate combined with momentum training, Matlab's 
training function 'tringdx', is an efficient ANN to 
recognize the nuclear reactor accidents patterns. 

By testing the network with input vectors 
with varying values of noise, the network did not 
make any errors for vectors with noise level of 
mean 0.00 to 0.14. When noise level of mean is 
larger than 0.15 was added to the vectors both 
networks began making errors, and the network 
still recognize the reactor accidents patterns.  

The performance of the constructed network 
is investigated by performing a regression 
analysis between the network response and the 
corresponding targets. The results show the fit is 
very close to the perfect fit where it is difficult to 
distinguish the best linear fit line from the 
perfect fit line, where, the slope m=0.97, the y-
intercept b=0.0073, and the correlation 
coefficient (R-value) between the outputs and 
targets is very close to 1 (0.99953), which 
indicates the fit is so good. 
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