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Abstract: Ellipse fitting for iris boundary is an important step in eye gaze estimation and iris recognition 

applications. In most of the proposed algorithms only the edge image is used for ellipse fitting. In these algorithms, 

the undesired edges may lead to erroneous iris ellipse. In this paper, we propose a novel algorithm to ellipse fitting 

for iris boundary which uses gray and edge images simultaneously. In this algorithm, edges of eye region are 

computed and refined by some proposed constraints. Then, remainder segments merge together by an optimization 

process and the best ellipse is fitted for the merged segments. In this algorithm, most edges of iris boundary are used 

for ellipse fitting and hence, its accuracy is high. The performance of the method has been evaluated on real images.  
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1. Introduction 

In applications such as eye gaze estimation 

[1-5] and iris recognition [6-9] an important step is 

fitting a shape for iris boundary. In some papers, it is 

assumed that contour of iris is a circle (such as [3]). 

But, as shown in [1], contour of iris in a 2D image is 

an ellipse. 

In [1,2,6] edges of the eye region image are 

computed by simple algorithms and then ellipse 

fitting algorithms are proposed to apply on it. In [1], 

with respect to eye shape and eyelid effects, it is 

assumed that two longest vertical segments belong to 

iris boundary. Then, an ellipse is fitted for the pixels 

on these segments by the least square method. Not 

using horizontal pixels lead to reduced accuracy of 

this algorithm. Also, in some images, it is possible 

that an erroneous segment is selected for iris 

boundary and the error of the ellipse fitting becomes 

very large. An improvement of Randomized Hough 

Transform (RHT) is proposed in [2] to ellipse fitting 

for iris boundary and in [6] RANSAC algorithm is 

used for it. 

A common problem in the presented 

algorithms is using only edge image to fitting the 

desired ellipse. In some images, because of eyelids 

and other edges, the best fitted ellipse to the edge 

image is not identical to the iris ellipse. To overcome 

this problem, it is required to use gray (or color) 

image and edge image simultaneously. In this paper, 

we propose a new algorithm to ellipse fitting for iris 

boundary which utilizes gray and edge images. In this 

algorithm, we compute edges of eye region and 

remove “split points” (defined in section 3) from it. 

In addition, we remove some segments, with respect 

to iris center, which cannot belong to the iris 

boundary. Final step is merging the remaining 

segments and fitting the best ellipse for them. 

The remainder of this paper is structured as 

follows. In Section 2, we propose a novel algorithm 

to compute and refine edges of eye region which 

eliminates a lot of undesired ones. In Section 3, an 

optimization algorithm is introduced to merge the 

remainder segments. Experimental results are 

presented in Section 4. Finally, Section 5 concludes 

this paper. 

 

 

2. Edge Computation and Refinement 

In this section, we present a novel algorithm 

for edge computation and refinement formed from 

three steps. The first step is to compute edges. 

Elimination of split points and undesired segments 

are the next steps discussed in the remainder of this 

section. 

 

2. 1.  Edge Computation of Eye Region 
Because of the existence of a lot of undesired 

edges in the eye region, most of them related to 

eyelids and eyelashes, it is required that the eye region 

edges be computed by high accuracy and be refined. 

To compute the edges, we use Canny operator in a 2-

level pyramid. In other words, by Canny operator, 

edges on low-resolution image are computed. Then, 

edges on high-resolution are computed and edges 

which do not have equivalent pixel in low-resolution 

image are removed. 

 By this method, a lot of small edges, most 

of them related to eyelashes, are removed. Figure 1 

shows an example of edge computation by this 

method. 

Some pixels computed as edge in eye region 

image do not belong to iris boundary (undesired 

pixels). To eliminate a lot of them, we propose new 

algorithms. Undesired pixels are located on segments 

which all or parts of them are undesired. Thus, for 
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any segment, we compute pixels which are the 

location of the intersection of two (or more) different 

segments. After this, all pixels in a segment are 

undesired or not. Hence, we eliminate all pixels of 

the segments which their probability to be located on 

iris boundary is lower than the threshold. These 

operations will be discussed in the next parts of this 

section. 

 

   

(a)                                                    (b) 

                            

(c)                                                  (d) 

Figure 1. Edge computation by Canny operator in a 

2-level pyramid, (a) main image, (b) edges of high-

resolution image, (c) edges of low-resolution image, 

and (d) result of combination of two levels 

 

2. 2. Elimination of Split Points 

In the edge image of eye region, there are 

two types of split points (Figure 2).  Type 1 is the 

location of the intersection of two (or more) different 

segments and type 2 is the location in which the end 

parts of two different segments are identical. 

 

Figure 2. Two different types of the split points in an 

edge image 

 

To compute the location of type 1 split 

points, we make the edge image thin by 

morphological thinning operator and convolve the 

result by a 3×3 ones filter. Pixels, in the resulted 

image, which have values greater than 2 are the 

locations of split points of type 1. 

The main parameter to localize split points 

of type 2 is the change of differential vector. The 

change of differential vector in an ellipse cannot be 

greater than a threshold. So, we use the change of 

differential vector at the pixel and the average 

differential vector for some pixels before and after 

the pixel to determine split points of type 2. 

The first parameter consists of differences in 

differential vectors for current and next pixels. In 

discrete points, differential vector is obtained from 

Equation (1): 

 

ˆ ˆ
i i idF dx i dy j   (1) 

 

where dxi and dyi can be calculated from 

Equations (2) and (3). 

   

1i i idx x x    (2) 

1i i idy y y    (3) 

 

To quantify the changes of differential 

vectors, we use normalized dot product as Equation 

(4): 

  
1 1

2 2 2 2

1 1

i i i i
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

 
 (4) 

 

If the number of points for an ellipse is 

large, di should be approximately 1 for all points. 

But, if the ellipse consists of only 20 pixels and its 

aspect ratio is smaller than 2 (equivalent to θ = 60 

degrees), the values of di change theoretically 

between 0.8176 and 0.9875. Thus, we set Td = 0.8 as 

threshold of d. 

Differential vector at a point has high 

sensitivity to noise and other errors in the edge 

detection phase. Therefore, we use the average 

differential vector as the second parameter. To obtain 

a good estimation of the average differential vector, 

we fit a line in the sense of MSE for k points before 

the current pixel.  By some calculations, Equation (5) 

results the slope of the fitted line: 
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where x1l and y1l are coordinates of the 

previous points. In the same manner, Equation (6) is 

obtained for k points after the current pixel: 

 

type 1 type 2 
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The amount of difference between these two 

slopes is computed by normalized dot product as in 

Equation (7): 

  
1 2

2 2

1 2

1

1 1

m m
m

m m




 
 (7) 

 

If m is close to 1, it means that the average 

slope changes slowly. Otherwise, the average slope 

changes rapidly and means that this pixel can be a 

split point of type 2. Based on the experiments, if all 

points of the ellipse are greater than 50, selecting 4% 

of them is sufficient for k. With this choice, for 

ellipses with an aspect ratio smaller than 2, m 

changes between 0.8800 and 0.9921. So, we select Tm 

= 0.85 as threshold of m. 

With this description, summary of the 

algorithm is as follows: 

For all pixels of any segment, value of d is 

computed from Equation (4) and compared with Td.  

If d < Td, then, value of m is computed from 

Equation (7) and compared with Tm. 

If m < Tm, then, a split point of type 2 has 

detected. 

Figure 3 shows an example of applying the 

proposed algorithm for elimination of the split points. 

   

(a)                                              (b) 

Figure 3. Elimination of the split points by the 

proposed algorithm, (a) an edge image of eye region, 

and (b) elimination of split points 

 

2. 3. Elimination of Undesired Segments 

Segments that belong to iris boundary have 

curvature towards the iris center. Therefore, to 

eliminate undesired segments, we estimate iris center, 

then compute the amount of curvature for any 

segments and compare it by a threshold value. 

In this algorithm, accuracy of the iris center 

localization is not essential. Thus, we use a simple 

and fast algorithm for it. In the eye region, the 

darkest parts belong to pupil and iris regions; 

therefore, we convolve the image by a large Gaussian 

filter and compute the location of minimum value in 

it as iris center. Two samples of iris center 

localization by this method are shown in Figure 4(a). 

For a pixel located on perimeter of an 

ellipse, the slope is approximately perpendicular to 

the line that connects center of ellipse to it. 

Moreover, concavity in the pixels of an ellipse is 

approximately towards the center of the ellipse. So, 

we fit two parametric curves of order 3 for x and y 

coordinates of the segment. Then, we compute first 

and second order derivatives of the fitted curve and 

choose them to call dxt, dyt, d
2
xt and d

2
yt , 

respectively: where t = 1: n while n is the number of 

pixels of the segment. 

To quantify the first and second features 

(perpendicularity of the slope to and parallelism of 

the concavity by the line that connects center of 

ellipse to the pixel) we compute normalized dot 

product for each pixel as Equations (8) and (9): 

   1t t i t t i ts x x dx y y dy     (8) 

   2 2

2t t i t t i ts x x d x y y d y     (9) 

 

Final parameter is calculated from weighted 

average of s1 and s2 as in Equation (10): 

1 1 2 2

1

1 n

t t

t

s k s k s
n 

  (10) 

 

According to the performed experiments, we 

choose  k1 = 5 and k2 = -1 and set threshold value to -

3. Figure 4(b) shows the results of applying this 

algorithm on the images of Figure 4(a). 

   

   

                              (a)                                       (b) 

Figure 4. Elimination of the undesired segments,    

(a) iris center localization by a simple filtering, and 

(b) remainder segments 

 

3. Merging of the Remainder Segments 

In previous section, we computed and 

refined the edges of eye region image. The output of 

these algorithms is several segments that only some 

of them belong to iris boundary. In this section, we 

propose an algorithm to merge the segments that 

belong to iris boundary. In [1], two longest vertical 

edges are selected as iris boundary. The performance 

of this method, for heads without rotation, has been 
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reported to be appropriate. Sensitivity to head 

rotation and not using horizontal edges are the main 

limitations of this method. 

In this paper, for maximum using of iris 

edges and eliminating limitation of head rotation, we 

define a fitness function whose optimization results 

the segments that should be merged. In other words, 

the fitness function is defined according to 

parameters of each segment. Then, only segments 

that improve the fitness function merge together. We 

use four features in the fitness function as discussed 

in next parts. 

 

3.1 Average Distance from the Fitted Ellipse 

The first feature to merge two segments is 

the average distance of the points in the segments 

from their fitted ellipse. This feature expresses 

elliptical measure of the points in the segment. It is 

important that both segments be close to the fitted 

ellipse. So, we propose Equation (11) as f1: 

 

 
 

 
1 2

1 1 2

1 2

max ,

min ,

diff diff
f diff diff

diff diff
    (11) 

 

Where diff1 and diff2 are average distances 

of the two segments from the fitted ellipse. For two 

segments that are located on an ellipse, the value of f1 

will be 0. Fitted ellipses to four combinations of two 

segments are shown in Figure 5. For these 

combinations, values 0.1942, 0.1723, 1.2855 and 

1.6020 are computed respectively as f1 which 

expresses high performance of this feature. 

 

    

          (a)                      (b)                         (c)                    (d) 

Figure 5. Values of f1 for 4 examples, (a) 0.1942, (b) 

0.1723, (c) 1.2855, and (d) 1.6020 

 

3. 2. Matching of the Fitted Ellipse by All Edges 

The second feature is the percent of points in 

all segments that are close to the fitted ellipse of the 

segments. In other words, this feature determines 

how many points of all segments match with this 

ellipse. So, we propose Equation (12) as the second 

feature: 

 

 
1

2

L

i

i

diff T

f
L








 (12) 

where L is the number of all points on the 

segments and diffi is the distance of the ith point from 

the fitted ellipse. Also, T is a threshold level whose 

value is 0.5. Figure 6 shows an edge image that 

consists of 5 segments. Parts (b) to (f) show 5 

combinations (out of 10 possible combinations) 

whose f2 values are 0.3988, 0.4104, 0.0809, 0.3873 

and 0.1908, respectively. The best value for f2 is 1; 

so, the computed values show the high performance 

of this feature. 

     

(a)                                (b)                               (c) 

     

(d)                                (e)                                (f) 

Figure 6. Matching of the fitted ellipse by all edges, 

(a) an edge image which consists of 5 segments, and 

(b) to (f) five combinations for which values 0.3988, 

0.4104, 0.0809, 0.3873 and 0.1908 are obtained as f2 

 

 f1 and f2 features use only the edge image to 

merge the segments. In many cases these features are 

sufficient; however, in some cases the best fitted 

ellipse for the edge image is not identical to the best 

fitted ellipse to iris boundary. Therefore, we define 

the third and fourth features which are based on gray 

image of the eye region. 

3. 3. Adjacency to the Eyeball Region 

An important feature of the iris edges is their 

adjacency to the eyeball region. Moreover, eyeball is 

the brightest region in the eye image. So, we can 

extract eyeball region by a simple thresholding 

algorithm and give high scores to the segments 

whose pixels are close to this region. We propose 

(13) as f3: 

3 i jf N N   (13) 

Where Ni and Nj are the percent of points in 

each segment being close to the eye region. Figure 7 

shows a sample of computing Ni. Values 0.9268, 0, 0, 

1 and 0 are computed as Ni for the 5 segments of this 

figure, respectively. These values indicate the 

robustness of this feature. 
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                (a)                               (b)                                (c)      

Figure 7. Adjacency to the eyeball region, (a) original 

image of eye region, (b) thresholded image followed 

by opening operator to remove small particles, and 

(c), five remainder segments whose values of f3 are 

0.9268, 0, 0, 1 and 0, respectively 

 
3. 4. Difference of Iris Color by Other Segments 

Another important feature for iris ellipse is 

color of pixels located inside and outside of it. Thus, 

we define the ratio of average intensity for around 

pixels of the fitted ellipse located inside and outside 

of it as f4. Around iris boundary, inside pixels are 

darker than outside ones; therefore, this feature can 

remove segments whose fitted ellipse is not 

compatible with eye properties. Equation (14) is 

proposed to compute f4: 

4
i

o

M
f

M
  (14) 

where Mi and Mo are the average intensities 

for pixels of inside and outside of the fitted ellipse. 

Figure 8 shows some samples to demonstrate the 

performance of this feature. Parts (a) and (b) are the 

gray image and edge image that consists of 5 

segments, respectively. Parts (c) to (f) are 4 

combinations (out of 10 possible combinations) for 

which the values 0.5158, 0.5219, 0.8641and 0.5951 

are computed as their f4. So, this is a good 

discriminative feature. 

     

               (a)                               (b)                                (c)                

     

               (d)                              (e)                               (f)                

Figure 8. Performance of the f4 for some examples, 

(a) original image of eye region, (b) the edge image 

which consists of 5 segments, and (c) to (f) four 

combinations for which values 0.5158, 0.5219, 

0.8641 and 0.5951 are obtained as f4 

3. 5. Optimization of the Fitting Function 

We define the fitting function as a weighted 

sum of the discussed features. So, Equation (15) is 

the fitting function: 

1 2 3 4f Af Bf Cf Df     (15) 

 

To optimize f, we merge only the segments 

that increase the value of f. With respect to the 

importance of the features and preformed 

experiments, we choose values -3, 2, 1.5 and -2 for A, 

B, C and D, respectively. Implementation results 

show that the accuracy of this method is very high 

and it can manage the existence of many undesired 

edges. 

Figure 10 shows different steps of the 

proposed algorithm to ellipse fitting for iris boundary 

in a sample image. In part (d) of this figure, merged 

segments are shown with white color and other 

segments with gray color. Also, the fitted ellipse, 

whose parameters are computed for pixels on the 

merged segments by algorithm of [10], is shown with 

black color. 

     

                         (a)                                                  (b) 

     

                        (c)                                                   (d) 

Figure 9. Different steps of the proposed algorithm 

for ellipse fitting to iris boundary, (a) original image 

of eye region, (b) edge computation, (c) edge 

refinement, and (d) merge of remainder segments and 

the final fitted ellipse 

 

4. Experimental Results 

The main motivation of this paper is to 

propose a new algorithm that, independent of head 

rotation, uses most of the existing iris edges to fit an 

accurate ellipse to the iris boundary. To evaluate the 

proposed algorithm, we get 72 images from eye 

regions. For any image, the number of all edges, the 

number of iris edges and the number of split points 

(consisting of pixels located on undesired segments) 

are counted. 
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For all images, from 18201 edge pixels, 

1406 pixels are eliminated as split points and 2518 

pixels are removed as undesired segments. Moreover, 

11860 pixels identified as the iris edges. It should be 

noted that 2417 pixels are removed in merging phase. 

The error of the proposed algorithm was 112 pixels 

which erroneously have been considered as iris edges 

and 120 pixels which belong to iris boundary but are 

not considered. Thus, FPR and FNR of the proposed 

algorithm are about 1%. 

 

5. Conclusion 

The main contribution of this study was the 

development of an algorithm to accurately estimate 

the parameters of the ellipse of the iris boundary. The 

novel aspect of this work was proposing new 

constraints to split the edge image to some segments 

and proposing new features to merge these segments. 

One of the future works is defining some 

new features to use in the fitness function. Moreover, 

to eliminate the split points we use the change of 

differential vector. To improve this algorithm, we can 

use gray image features in the future works. 
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