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Abstract: Recently, determining how to recognize the volatility of price changes is one of the major issues that are 
interesting for investors and financial analysts and it led to different approaches and various solutions. Therefore, 19 
financial ratios which were effective on stock price were used and Neural Network was used for predicting stock 
price of 393 companies listed in Tehran Stock Exchange during 1988-2010. In current study, we used SPSS, 
MATLAB and WEKA for testing hypotheses. Consequently, results indicate that Neural Network can predict stock 
price with accuracy of %91.68. In fact, significant relation exists between ability of Neural Network and predicting 
of stock price.  
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Introduction: 

nvestment and capital accumulation have vital 
role in development economy of countries. Importance 
of this factor and essential role of investment can be 
clearly observed in capitalist countries. Definitely, 
Stock market is one of the most suitable places for 
absorption of small capital and using in grow of a 
company, macro level and grow of investor. Since, the 
definition of investment is postponed of consumption 
in order to consume more and better in future; investors 
expect to reach expected return. Therefore, the most 
important issue in this context is purchasing a share of 
the low price and selling it at higher prices and predicts 
the stock price is vital matter. After the opening of the 
stock markets always there have been ideas of 
predicting share price by software, hardware and 
various financial analyses. Experts of stock markets 
have studied the markets for sequential years and they 
have found patterns and predict based on these 
patterns. There has been various software which help 
for making decisions and used as predicting engineers, 
math methods like linear regression, moving average 
and so on.  
Importance of share price predicting: 

Lack of knowledge about changes of share price 
can lead to use of predicting share price of companies. 
Efficiency of predicting shows amount of success in 
predicting behavioral patterns. In fact, process of 
generating stock price can be studied as a model of 
reliability. The process may be obtained by linear 
models, nonlinear models and stochastic models. Now, 
one of attractive and important fields of investment and 
financial analyses is determining how to recognize the 
volatility of price changes is led to various solutions 

and approaches. In this context, as result of the lack of 
access to accurate information and evidence about the 
determinants of volatility and changes of stock price 
predict of trend and stock price volatility is not 
possible easily and this problem provides efficient 
hypothesis; in other words, by using available 
information predict of share price is not possible.  

The opposite point of this theory is the ability to 
predict stock prices and this perspective believe time 
series of prices is not random but follows certain 
behavioral patterns. In middle of 70s and particularly 
since 80s there have been wide efforts in order to 
predict share price by new math methods, time’s series 
and non-linear methods and it can be cited test on price 
and stock indexes in USA and UK and all of them have 
tried to discover structure of time’s series. Basically 
prediction is a key element for management decisions. 
In general we can say that prediction is estimate of 
future events and aim of predicting decline of risk in 
making decision. Forecasts are often incorrect and 
errors can be reduced errors a bit more information 
about the system. On the other hand, higher predicting 
cost can reduce uncertainty risk. 
Neural Network: 

Network formed of numerous of simple 
processors (neurons) that are widespread 
interconnected, operate in parallel, and learn from 
experience. These are the initially known 
characteristics of biological neural systems that are the 
easiest to explain in artificial neural system (Specht, 
1991). Neural Network is model which process 
information like human brain. This model is not 
programmed for particular action, however with more 
interaction and over time becomes more experienced 
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and able to logical conclusion. Recent developments in 
the application of artificial intelligence tools, 
particularly in the field of artificial neural networks in 
financial affair have opened new approaches. The 
artificial neural network models derived from the data 
and use widely for solving various problems 
particularly for predicting.  In according to share price 
and predicting, the current research investigates 
prediction accuracy of the neural network technique; 
provide information for predicting share price.   
Financial ratio: 

Financial information and financial ratios are 
considered to assess the financial position, financial 
ratios as predicting variables are useful for studies of 
corporate bankruptcy, seems Paul Fitzpatrick (1932) is 
the first person who detailed study to predict the 
bankruptcy of companies by analyzing financial ratio 
and he concluded that financial ratios predict 
bankruptcy somewhat. Beaver (1966) choose 30 
financial ratios as the most indicator financial health of 
company and concluded that these ratios are difference 
in healthy and failure companies. Moreover, he found 
higher ability of prediction of financial distress by 
certain financial ratios like cash flow to total debt. 
Hossary (2006) by investigating 28 researches in field 
of predicting bankruptcy during 1966 and 2004 and he 
concluded that over 79% of these researches used 
financial ratios as predicting bankruptcy. Chen (2011) 
showed that financial ratios had higher performance 
than non-financial ratios and economical indicators. 
Literature Review: 

Refenes and et al (1994) by modeling the 
behavior of stock prices by neural networks, its 
performance has been compared with the regression 
models. In this by neural network is used as a replace 
of classical statistical analyses for predicting share 
prices of big companies. The result shows that neural 
network compare with statistical techniques have better 
performance and models. Tan and et al (1995) designed 
a system which predicts significant changes in short 
period. First, Pre-processing was performed on the data 
and then neural network makes a model which predicts 
very profitable position. Richard Oslon (1996) in his 
research “investigates relationship between cash and 
accrual components with stock future price". 
According to the 1980 Statement of Financial 
Accounting Standard Setting Board, which implies 
cash originated from operational activity is an 
instrument for controlling earnings quality. In main 
hypothesis indicates that stability of current earnings is 
more than accrual earnings. Moreover, in other 
hypothesis also indicate that stock price can not reflect 
of stability of current earnings in cash components. 

Result of this studies shows that performance of 
earnings of accrual earnings has lower stability 
compare with cash earnings. In addition, in companies 
which have higher (lower) components of accrual 
earnings, they will have positive (negative) returns of 
uncommon shares.  
Hypothesis: 

This study sought to answer the following 
questions 

H1: Does neural network predict share price of 
companies listed in Tehran Stock Exchange? 

 
Data and Methodology:  

This study is inductive and it makes use of past 
information and historical financial statement. This 
study is also a correlative study since it seeks to 
investigate the relation between dependent and 
independent factors. It is a periodic study because it 
studies a specific period of time and it can be an 
applied research. It is a periodic study because it 
studies a specific period of time and it can be an 
applied research. Independent and dependent variables 
and primary processing of data were carried out by 
Excel. The assumption of the research is tested based 
on the concluded that the effect of higher-quality 
accounting on regression analysis with the aid of SAS 
and SPSS statistical analysis software. In order to 
gather theoretical information, library research was 
selected and the books in the libraries, together with 
articles found in the internet, were used. An empirical 
research was used to describe the events in Tehran 
stock exchange (TSE) and investigate the correlation of 
variable by regression analysis. The TSE listed 
companies were chosen as a population and then some 
samples were selected based on the following 
conditions: 

1) The entities should be listed before 1987. 
2) Date financial firms should lead to the end of 

March each year. 
3) The entities should be activated during 1988 to 

2010. 
4) The entities should not change their financial 

periods. 
5) The entities’ availability of information is 

required. 
 

Table 1. Independent variable  
Earnings Quality  X1 

Current ratio X2 

Ratio of Capital Working X3 

Ratio of net Profit to Total assets X4 

Ratio of net profit to equity X5 
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Interest payment X6 

Sales growth rate X7 

Rate of Profit X8 

Cash flow on total assets X9 

Ratio of retained earnings to total assets X10 

Ratio of sales to total assets X11 

Ratio of Liability X12 

Ratio of cash flow on liability X13 

Ratio of capital working on total liabilities X14 

Ratio of cash flow on net profit X15 

Debt to Equity Ratio X16 

The ratio of operating income to total 
assets 

X17 

Equity to total assets X18 

Current debt to operating cash flow X19 

In this equation the aim of optimization is to 
find values for x(1) , … x(20) so that the equation has 
its minimum value. But in this research we will find 
these variables by neural network.  
Neural Network 

The term neural network was traditionally used to 
refer to a network or circuit of biological neurons. The 
modern usage of the term often refers to artificial 
neural networks, which are composed of artificial 
neurons or nodes. Thus the term has two distinct 
usages: 

1. Biological neural networks are made up of 
real biological neurons that are connected or 
functionally related in a nervous system. 

2. Artificial neural networks are composed of 
interconnecting artificial  

An Artificial Neural Network, often just called a 
neural network, is a mathematical model inspired by 
biological neural networks. A neural network consists 
of an interconnected group of artificial neurons, and it 
processes information using a connectionist approach 
to computation. In most cases a neural network is an 
adaptive system that changes its structure during a 
learning phase. Neural networks are used to model 
complex relationships between inputs and outputs or to 
find patterns in data. 

There is no single formal definition of what an 
artificial neural network is. Generally, it involves a 
network of simple processing elements that exhibit 
complex global behavior determined by the 
connections between the processing elements and 
element parameters. Artificial neural networks are used 
with algorithms designed to alter the strength of the 
connections in the network to produce a desired signal 
flow. 

The word network in the term 'artificial neural 
network' refers to the inter–connections between the 

neurons in the different layers of each system. An 
example system has three layers. The first layer has 
input neurons, which send data via synapses to the 
second layer of neurons, and then via more synapses to 
the third layer of output neurons. More complex 
systems will have more layers of neurons with some 
having increased layers of input neurons and output 
neurons. The synapses store parameters called 
"weights" that manipulate the data in the calculations. 
An ANN is typically defined by three types of 
parameters: 

1. The interconnection pattern between different 
layers of neurons 

2. The learning process for updating the weights 
of the interconnections 

3. The activation function that converts a 
neuron's weighted input to its output 
activation. 

When performing classification analysis with a set 
of existing data, one common approach, called holdout 
validation, is to split the data into a larger data set 
(often 80 percent) for training the neural network and a 
smaller data set (20 percent) for testing the model. 
Training can be defined as finding the neural network 
weights and biases that minimize some error value. 
Testing means evaluating the neural network with the 
best weights found during training, using some 
measure of accuracy. 

One common approach used to test learned 
regularities is to divide the data set into two parts and 
use one part for training and another part for validating 
the discovered patterns. This process is repeated 
several times and if results are similar to each other 
than a discovered regularity can be called reliable for 
data. 
Support vector machines: 

Vapnik proposed the support vector machines 
(SVMs) (Vapnik, 1995). The support vector machines 
(SVMs) have been highly concerned in recent years. 
Based on the structured risk minimization (SRM) 
principle, SVMs seek to minimize an upper bound of 
the generalization error instead of the empirical error as 
in other neural networks. Additionally, the SVMs 
models generate the regress function by applying a set 
of high dimensional linear functions. The SVM 
regression function is formulated as follows:  

y = wɸ (x) + b, 
The training algorithms of SVMs try to find 

the optimal separating hyperplane by maximizing the 
margin between the hyperplane and the data and thus 
minimizing the upper bound of the generalization error. 
Delivering promising results makes the SVMs 
extensively applicable in many information processing 
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tasks, including data classification, pattern recognition 
and function estimation. SVMs are ordinarily used as 
binary classifiers that separate the data space into two 
areas. The separating hyperplane is not explicitly 
given. It is represented by a small number of data 
points, called support vectors (SVs). However, the real 
data are often linearly inseparable in the input space. 
To overcome this, data are mapped into a high 
dimensional feature space, in which the data are sparse 
and possibly more separable. In practice, the mapping 
is also not explicitly given. Instead, a kernel function is 
incorporated to simplify the computation of the inner 
product value of the transformed data in the feature 
space. That is, choosing a kernel function implies 
defining the mapping from the input space to the 
feature space (Wu and Wang, 2012).  
Genetic algorithm 

Fundamentally genetic algorithms are a class 
of search techniques that use simple forms of the 
biological processes of selection inheritance variation 
Strictly speaking they are not optimization methods per 
se_ but can be used to form the core of a class of robust 
and _exible methods known as genetic algorithm based 
optimizers.  

Genetic Algorithms are a family of 
computational models inspired by evolution. These 
algorithms encode a potential solution to a specie 
problem on a simple chromosome-like data structure 

and apply recombination operators to these structures 
as to preserve critical information.  

Genetic algorithms are often viewed as 
function optimizer, although the ranges of problems to 
which genetic algorithms have been applied are quite 
broad. An implementation of genetic algorithm begins 
with a population of (typically random) chromosomes. 
One then evaluates these structures and allocated 
reproductive opportunities in such a way that these 
chromosomes which represent a better solution to the 
target problem are given more chances to `reproduce' 
than those chromosomes which are poorer solutions. 
The 'goodness' of a solution is typically with respect to 
the current population (Terela, 2003). 
The particle swarm optimization: 

The particle swarm optimization (PSO) is a 
parallel evolutionary computation technique developed 
by Kennedy and Eberhart (1995) based on the social 
behavior metaphor. The PSO algorithm is initialized 
with a population of random candidate solutions, 
conceptualized as particles. Each particle is assigned a 
randomized velocity and is iteratively moved through 
the problem space. It is attracted towards the location 
of the best fitness achieved so far by the particle itself 
and by the location of the best fitness achieved so far 
across the whole population (global version of the 
algorithm). 

 
Generating the Raw Data File 
Consider the following equation: 
A(z,1)+(B(z,1)*x(1)+C(z,1)*x(2)+D(z,1)*x(3)+E(z,1)*x(4)+F(z,1)*x(5)+G(z,1)*x(6)+H(z,1)*x(7)+I(z,1)*x(8)+J(z,
1)*x(9)+K(z,1)*x(10)+L(z,1)*x(11)+M(z,1)*x(12)+N(z,1)*x(13)+O(z,1)*x(14)+P(z,1)*x(15)+Q(z,1)*x(16)+R(z,1)
*x(17)+S(z,1)*x(18)+T(z,1)*x(19)+T(z,1)*x(20)) 

In this equation x (1), x (2), …, x(21) are unknown and we are trying  to find them via neural network. In 
addition A(z,1), B(z,1), … , U(z,1) are the information available in an excel file. In order to the answer minimizes 
the equation, choosing a start point is inevitable and logical; because for obtaining an answer existence of a point to 
start is essential. On the other hand for assurance of correct answers, choosing a point that contains both positive and 
negative values is a wise decision. Furthermore for reducing the time of computation by MATLAB, [-10,-10,-10,-
10,-10,10,-10,-10,-10,-10,-10,-10,-10,-10,-10,-10,-10,-10,-10,-10] is considered as the start point. It is noteworthy 
that these values are chosen randomly and replacing them may change the results, but there is no possibility of 
obtaining incorrect answers (if the method is valid). 

First we import available data in excel file to MATLAB by using “import data” menu. For generating raw 
data ‘for’ loop is useful. 

In first stage the 19 variables that minimize the equation will be searched. For this purpose law of 
permutation is used. The m-file that are used in this equation should be in a way that can recognize the best 
condition among the numerous conditions that are produced by giving each variable 20 values. 
Table 2 . Defined conditions for each variable 

 

X10 X9 X8 X7 X6 X5 X4 X3 X2 X1 
-10:1:10 -10:1:10 -10:1:10 -10:1:10 -10:1:10 -10:1:10 -10:1:10 -10:1:10 -10:1:10 -10:1:10 

X20 X19 X18 X17 X16 X15 X14 X13 X12 X11 
 -------- -10:1:10 -10:1:10 -10:1:10 -10:1:10 -10:1:10 -10:1:10 -10:1:10 -10:1:10 -10:1:10 
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According to the table, numbers from -10 to 
10 by step 1 are given to each variable. Therefore total 
conditions that should be investigated by MATLAB 
are 20^19. One of these conditions (or more if their 
values are equal) is the ideal number that if we 
multiply each column of excel file by this number, 
neural network will perform the best prediction. 

After multiplying and creating new data 
matrix, necessary raw data is available for neural 
network. Therefore, we select 75% of the rows 
randomly and use them for training, and use the 
remaining 25% for prediction, and repeat this action 10 
times. These numbers show percent of accuracy of 
obtained answers through the processes. By calculating 
the mean of these 10 numbers, MATLAB find the 
correct answer. This number is saved in a 19 
dimensional matrix such as A(1,1,1,1,1,1,1, 
1,1,1,1,1,1,1, 1,1,1,1,1,6) . 

Now by using several for loops, we find both 
the 19 variables that provide us the most accurate 
estimation and the percent of correct answer prediction. 
Conclusion: 

Based all of that has been said, if we have less 
ascending trend, we will have more accuracy. 
However, Due to the long calculation, we used the first 
trend in this study and final result is equal to 2.66. It 
means the absolute difference between the predicted 
responses with the correct answer is 2.66 and in the 
most ideal situation should be zero. Furthermore, due 
to all data in real time and predicted time are the same. 
Definitely, it can be said the average distance between 
the actual and predicted data is 2.66 and this number is 
negligible compared to the original value that definitely 
change in the trend, we will have more accuracy. 
Finally, the entire study was repeated and there was not 
any significant  change in result of the study. It means 
remove of low value columns may accelerate problem 
solving. Eventually, the results indicate the existence of 
errors in forecasting stock prices was 8.32 percent. In 
other words, the model able predict stock price by 
91.68 percent.  
Future research: 

Due to the high accuracy prediction Neural 
Network is proposed that PSO or SVM combine with 
other models like honey bee colonies and also it is 

better to use of market price and compare it with the 
results of this research. Moreover, it is proposed that 
investigate, is there any difference between variable 
methods lead to the selection of the different 
independent variables? And also check whether or not 
will change the number of these variables? 
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