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1. Introduction 

The main goal of steganography is to hide 
information bits in a cover-object, so that it looks 
innocuous to an attacker. In contrast to encryption 
where the goal is to secure communications from an 
eavesdropper, steganographic techniques strive to 
hide the very presence of the message itself from an 
attacker.  

Steganography is defined as the hiding of 
information in a medium (such as image, audio, or 
video). Any medium with redundant bits that is used 
for embedding data is called a cover medium. After 
embedding data in a cover medium, a stego medium 
is obtained [1, 2]. The embedding algorithm is 
assumed to be known to the public according to 
Kerckhoffs principle [3, 4]. Therefore the embedding 
process may use an embedding key (stego key) so 
that only the intended user can successfully extract 
the embedded data by using the extraction key in the 
extraction process. 

The concept of hiding some information in 
digital media has a wider class of applications that go 
beyond steganography, Fig. 1. The techniques 
involved in such applications are collectively referred 
to as information hiding.  Information can be 
gathered about an image from its electronic form or its 
printed form. For example, an image printed on a 
document could be annotated by metadata that could 
lead a user to its high resolution version. In general, 
metadata provides additional information about an 
image [5].  

Digital watermarking is categorized as a type of 
information hiding and is defined as the process of 
embedding information into digital multimedia 
content such that the information (the watermark) can 
later be extracted or detected for a variety of purposes 
including copy prevention and control. Digital 

watermarking has become an active and important 
area of research, and development and 
commercialization of watermarking techniques is 
being deemed essential to help address some of the 
challenges faced by the rapid proliferation of digital 
content. The key difference between information 
hiding and watermarking is the absence of an active 
adversary. In watermarking applications like 
copyright protection and authentication, there is an 
active adversary that would attempt to remove, 
invalidate or forge watermarks. In information hiding 
there is no such active adversary as there is no value 
associated with the act of removing the information 
hidden in the content. Nevertheless, information 
hiding techniques need to be robust against accidental 
distortions. 

In a steganographic system, the information hiding 
starts by identifying redundant bits in a cover 
medium. Redundant bits are those bits that can be 
modified without disturbing the statistical properties 
of the cover medium. A steganographic system 
exploits those redundant bits for message embedding 
without changing the statistical properties of the 
cover medium. In most steganographic systems, 
modifying the redundant bits leaves detectable traces. 
Even if the hidden message is not exposed, the 
existence of it is detected. 

  In steganography, the communication is taken 
place in such a way that an attacker can not suspect 
that there is a hidden message is exchanged between 
two parties other than exchange of media files. A 
powerful steganographic technique exploits only the 
redundant bits to embed message bits without 
distorting the cover media statistical properties. 

After embedding the message bits in an innocuous 
cover medium, the resulting stego medium should be 
secure against visual and statistical attacks and 
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robust against modification such as recompression. 
Most steganographic systems are weak against visual 
and statistical attacks and the ones that are robust 
against these visual and statistical attacks offer only 
relatively small capacity [6, 7].  

Even modifying the redundant bits doesn’t affect 
greatly the statistical properties of the cover medium.  
Distortions to the histogram of the transform domain 
can be observed after embedding message bits. As a 
result, an eavesdropper can detect the distortion in 
the resulting stego medium’s statistical properties. 
Statistical steganalysis is the science that concerned 
with finding distortions in the cover medium and 
hence labels the cover medium if it has a hidden 
message.   

 

 
Fig. 1 Steganography and related fields [5] 

 
Internet users transmit digital pictures over email 

and other Internet communication. JPEG is one of the 
most common formats for images. As a result, this 
format is the best candidate for using as a cover 
medium for exchanging secret messages without 
raising an eavesdropper’s suspension. The 
Least-significant bits (LSB) of nonzero of discrete 
cosine transform (DCT) coefficients are modified for 
message embedding. 

In this paper, a new technique, the Inverted 
Steganographic Algorithm (ISA), is introduced for 
message embedding in the LSB of nonzero AC DCT 
of JPEG images. This steganographic system is 
based on inverting each LSB bit flipped by message 
bit with the corresponding bit in the pair of values 
(PoVs) of the DCT coefficients. The nonzero AC 
DCT coefficients are divided into pairs of values , for 
example (1,2), (-1,-2)… etc, if the selected bit is 
different from the data bit, the LSB bit will be 
inverted and the first next LSB bit in the same PoVs 
will be inverted too . As a result, the total changes 
due message embedding will be zero given that the 
maximum message embedding limited to the lower 
number of bits in each PoVs. This algorithm provides 
maximum capacity compared to the state of the art 
steganographic algorithms. The performance will be 
studied on both spatial domain and transform 
domain.  

  The rest of this paper is organized as follows. In 
section II, JPEG image format is introduced. ISA 
algorithm is presented in section III. Comparisons 

between the proposed algorithm and the current 
steganographic algorithms and simulation results are 
presented in section IV. Conclusions are presented in 
section V.   

2. Jpeg Images 

2.1 Steganography 

In JPEG image format, each 8 x 8 block of pixels 
of the image are transformed into 64 DCT 
coefficients. The DCT coefficients F(u, v) of an 8 x 8 
block of image pixels f(x, y) are given by: 
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Where Q(u, v) is a 64-element quantization table. 

We can use the least-significant bits of the 
quantized DCT coefficients as redundant bits in which 
the secret message can be embedded. The 
modification of a single DCT coefficient affects all 64 
image pixels [8]. Fig. 2 shows an image (standard 
pirate test image 512x512) with its frequency of 
occurrences of DCT coefficients.  

The DCT coefficients are divided into pairs of 
values (PoVs), for example (1, 2), (-1, -2), (3, 4)... 
etc. Fig. 2 shows the histogram of frequency of 
occurrences of DCT coefficients, one can notice that 
the odd DCT coefficients occur more frequently than 
the adjacent even DCT coefficients. As an 
assumption, the message bits are uniformly 
distributed. As a result, embedding this type of 
message can significantly distort the first order 
statistical properties of the JPEG image.  

The Jsteg algorithm, by Derek Upham, was the 
first publicly available steganographic system for 
JPEG images. Its embedding technique sequentially 
replaces the least-significant bit of DCT coefficients 
with the message’s data. This algorithm excludes the 
DC DCT coefficients and the values zeros and ones of 
AC DCT coefficients. With uniformly distributed 
message bits, every pair of value will be equalized 
after embedding [11,12,13]. 
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Fig. 1. Standard test image and its histogram: 
(a) Bridge, (b) The histogram 

 

2.2 Steganalysis 

Assume k is the distinct AC DCT coefficients of 
a JPEG image and c is the nonzero AC DCT 
coefficient index of DCT transform and the 
frequency of occurrence of two adjacent DCT 
coefficients are ni and ni+1. One can observe that the 
absolute value of frequency of occurrences of the 
histogram is monotonically decreasing as shown in 
Fig. 1, which means that ni>ni+1. For a uniform 
distributed message, the number of frequency of 
occurrences of the LSB of nonzero AC DCT 
coefficients n*

i and n*
i+1 will be equal due to message 

embedding.  The following relation can be hold: 
 

  |ni-ni+1| ≥ |ni
*- ni+1

*|.                       (3) 

 
Based on this observation, Westfeld and 

Pfitzmann designed a first order statistical test to 
detect the similarity of the PoVs of stego images [9, 
10]. This statistical steganalysis is known as 
Chi-square attack.  

 
The average number of each pair of values is 

given by: 
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The probability of embedding as a function of 

Chi-square value is given as:  
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Where k is the degree of freedom – 1, the 
distribution of DCT coefficients of a JPEG image can 
be tested for uniform distribution using equation (5). 
Fig. 2 shows the histogram of stego image with 100 
% embedding rate using Jsteg algorithm. It is clear 
that, every pair of values are equal due to embedding 
message of uniform distribution. 

 

 
Fig. 2 The histogram of a stego image (Jsteg 
algorithm) 
 
3. ISA algorithm 

The Isa Algorithm Embeds Message Bits By 
Modifying The Redundant Bits In The Cover 
Medium (Such As Image, Audio, Or Video). Jpeg 
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Image Format Is The Most Widely Used Image 
Format On The Web, As A Result, It Is A Good 
Cover Medium For Information Hiding.  Modifying 
The Least Significant Bits Of The Nonzero Ac 
Discrete Cosine Transform (Dct) Will Be Secured 
Against Visual Attacks [14, 15]. An Encryption Key 
Is Needed To Transmit The Minimum Number Of 
Each Pair Of Values Povs, So More Message Bits 
Can Be Embedded To The Dct Coefficients On The 
Account Of Adding Distortions To The First Order 
Statistical Properties. 

   

Embedding Algorithm 

1) Encrypt message bits with encryption algorithm. 
2) Apply DCT transform and quantization for 

image compression in JPEG image format. 
3) Find the minimum of each pair of values in DCT 

transform excluding the DC and the zero AC 
DCT coefficients. 

4) Determine the maximum embedding capacity by 
adding up the results in step 3 

5) Sequentially embed the message bits in the 
selected AC DCT coefficients 

6) Stop embedding in any given PoVs if you reach 
the maximum limit for this PoVs. 

7) Use Huffman coder for image encoding. 
 

Extracting Algorithm 

1) Decode the compressed image using Huffman 
Decoder. 

2) Determine the minimum of the frequency of 
occurrences of nonzero AC DCT coefficients  
of each PoVs 

3) Convert odd coefficients into ones and even 
coefficients into zeros. 

4) Append only the ones and zeros in the limited 
number of each PoVs 

5) Repeat step 4 for the rest of DCT coefficients 
and append the extracted data into a file. 

6) Decrypt the message bits using decryption 
algorithm. 

 
In ISA technique, the maximum embedding 

capacity depends mainly on the minimum in every 
pair of values (PoVs). Assume H is a one 
dimensional matrix representing the frequency of 
occurrence of DCT coefficients of a JPEG image and 
hi is the frequency of occurrence of quantized value i, 
then 

  ... ,,,,,   ... 21012-  hhhhhH        (7) 

To fully utilize and divide the H matrix into 
integer number of PoVs, all nonzero AC DCT 
coefficients the minimum and maximum quantized 
coefficients should be even. The minimum and 

maximum values of quantized coefficients can be 
calculated as 
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And the total number of nonzero AC DCT 
coefficients   nAC is given by: 
 

  0nnNn DCAC                     (10) 

Where  N is the total number of DCT coefficients, 
nDC is the DC DCT coefficients , and n0 is the zeros 
AC DCT coefficients. 
 
After dividing the quantized AC DCT coefficients 
into integer number of PoVs, the maximum 
embedding capacity is limited by the lower value in 
every PoVs and can be calculated as: 
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The embedding efficiency is given by: 
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4. Simulation results 

ISA algorithm preserves the histogram of 
frequency of occurrences as long as the message size 
doesn’t exceed the maximum embedding limit C.  
As more data bits embedded to the cover medium, 
the histogram starts to show deviation from the 
histogram of the original image. Embedding data in 
the nonzero AC DCT coefficients are based on pairs 
of values method which means that every two 
adjacent coefficients can exchange values. The 
histogram of the DCT coefficients will be affected by 
the message bits when exceeding the maximum limit 
and cause some distortions that can be detected [15, 
16, 17]. 

Let’s define DAC as the difference between the 
cover medium and the stego medium histogram of 
the frequency of occurrence of DCT coefficients and 
define it as the change density and M as the message 
size in bits. For M < C the change density will be 
zero for M > C, the following relation can be hold: 
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Where pM is the probability that the messages 
bits is different from the LSB of AC DCT 
coefficients. For uniform distributed messages bits 
pM=1/2. 

The change density DAC is zero, when the message 
size is within the limit of maximum limit. A 
comparison of change density between Inverting 
Steganographic Algorithm (ISA) and Jsteg  and F5 
algorithms based on the absolute value of changes 
made to the nonzero AC DCT coefficients of an 
image (pirate image) [18] is shown in Fig. 3. DEA is 
a direct embedding algorithm which is a modified 
version of the Jsteg algorithm without any processing 
on the AC DCT coefficients and including the value 
one for embedding [19].  

The state of the art algorithms that can be take 
as a reference for measuring the performance of ISA 
algorithm are Jsteg, Outguess and F5 algorithm. 
Since Outguess utilize only 50 % of the available 
capacity, it is not included in this comparison. From 
Fig. 3 it can be noticed that ISA algorithm doesn’t 
affect the first order statistical properties of the 
standard test image until reach the maximum 
embedding limit determined by this techniques 
which in this case approximately 40 %. The size of 
an image and its textural properties affect the 
maximum limit of embedding data bits using 
different steganographic systems.  

 

 
Fig. 3. A comparison between ISA algorithm and 
DEA, Jsteg and F5 algorithm 

 
There is a tradeoff between the capacity of 

embedding and change density; the maximum 
capacity required the maximum change density will 
be introduced to the histogram. Fig. 4 shows some 
standard test images of size 512x512 of different 
textural properties used for capacity measurements. 
ISA algorithm offers high capacity with minimum 
change density as shown in Table 1.  

 
 

 
 

 
Fig. 4. Standard test images from left-top Barbara, 
Boat, Camera man, and Jungle and from left- bottom 
Lena, Living room, Mandrill, and Pirate 
 
Table I: Capacity measurements (in bits) using 
various embedding algorithms 

Capacity in bits Test 
images ISA Jsteg F5 Outguess 

Barbara 59838 40050 39892 20025 

Boat 67843 41966 45229 20983 
Camera 
man 

30589 22572 20393 11286 

Jungle 103279 71522 68853 35761 

Lena 40488 28035 26992 14017 
Living 
room 

46537 34041 31025 17020 

Mandrill 38985 26555 25990 13277 

Pirate 46801 34126 31201 17063 
 

From Table I, one can notice that the ISA 
algorithm outperform the current existing algorithm. 
This maximum embedding capacity came with price 
that the hidden message can be detected easily using 
the Chi-square test. To fully utilize the available 
nonzero AC DCT coefficients, the rest of the 
coefficients can be handled separately by adding 
control bits to maximize the ratio between even and 
odd DCT coefficients. For example the ratio of the 
PoVs (1, 2) is changes if more data are embedded 
that the frequency of occurrence of the number. As 
message size increases beyond the maximum limit, 
the value one will be used for message embedding 
without inverting the corresponding value 2. In this 
case, the Chi-Square test can detect the distortions in 
the first order statistical attach. To minimize this 
distortion, the rest of the DCT coefficients are 
divided into segments with one control bit denoted as 
a sign bit. If the sign bit is one, decode the bits 
directly and if it a zero, invert the bits before 
decoding. The data or its inverted form is utilized to 
minimize the distortion made by embedding data.  
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5. Conclusion and future work 

ISA algorithm outperform current existing 
algorithm and can not be detected in both visual and 
statistical attack. The maximum embedding capacity 
is limited to the lowest of the values of each pair of 
values PoVs. This technique minimizes the changes 
introduced to the first order statistical properties of 
the cover media due to message embedding by 
limiting the message size to the available capacity of 
the cover medium.  

The embedding capacity can be maximized by 
handling the difference of each pair of values PoVs 
separately in such a way that minimizing the 
distortions added to the cover medium due to 
message embedding. 
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