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Abstract: Permeability is one of the most important rock parameters in reservoir engineering that affects fluids flow 

in reservoir. In most reservoirs, permeability measurements are rare and Permeability is determined from rock 

sample or well testing data. Core analysis and well test data are expensive and time consuming. In the present paper, 

the soft sensor based on a feed-forward artificial neural network (ANN) to estimate permeability of the reservoir is 

proposed. After that, ANN-based Soft-Sensor was optimized by Shuffled Frog-Leaping Algorithm (SFLA). SFLA is 

used to decide the initial weights of the neural network. The SFLA-ANN based soft sensor is applied to predict 

permeability in one of the northern Persian Gulf oil fields of Iran reservoir located in Ahwaz, Iran utilizing available 

geophysical well log data. The performance of the SFLA-ANN based soft sensor is compared with ANN based soft 

sensor. The results demonstrate the effectiveness of the SFLA-ANN based soft sensor. 
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1. Introduction 

Permeability is the key parameter of the 

reservoir. In most reservoirs, permeability 

measurements are rare and therefore permeability 

must be measured in the laboratory from reservoir 

core samples or evaluated from well test data. 

However, core analysis and well test data are usually 

only available from a few wells in a field. 

Unfortunately, coring every well in large fields is 

very expensive and uneconomical. 

A soft sensor is a conceptual device whose 

output or inferred variable can be modeled in terms 

of other parameters that are relevant to the same 

process (Rallo et al.,  2002).According to Rallo et al. 

(2002), artificial neural network could be used as soft 

sensor building approach. The ANN is a popular, 

nonlinear, nonparametric tool in well log analysis. 

This technique has been increasingly applied to 

predict reservoir properties using well log data 

(Doveton and Prensky, 1992;Balan et al., 1995).  

The determination of network structure and 

parameters are very important; some evolutionary 

algorithms such as Genetic Algorithm (GA) (Qul et 

al., 2008), Back Propagation (BP) (Tang and 

Xi,2008), Pruning Algorithm (Reed, 1993), 

Simulated Annealing (Souto et al., 2002) can be used 

for this determination. At the same time, since NN 

training can be consider as a type of optimization 

problem. Recently some evolutionary algorithms 

inspired by social behavior in the nature are also 

developed to solve NN training, such as particle 

swarm paradigm, which simulates swarm behavior of 

ants or birds. Although Particle Swarm Optimization 

(PSO) was just developed in 1995 (Eberhart and 

Kennedy, 1995), it has become as hot topic involving 

optimization issues (Juang, 2004; Van den Bergh and 

Engelbrecht, 2001). 

In the present work, we propose SFLA for 

optimizing the weights of feed-forward neural 

network. Then Simulation results demonstrate the 

effectiveness and potential of the new proposed 

network for permeability prediction in one of the 

northern Persian Gulf oil fields of Iran reservoir 

compared with BP neural network using the same 

observed data. 

 

2. Artificial neural networks 

Artificial neural networks are parallel 

information processing methods which can express 

complex and nonlinear relationship use number of 

input-output training patterns from the experimental 

data. ANNs provides a non-linear mapping between 

inputs and outputs by its intrinsic ability (Hornik and 

Stinchcombe, 1990) .The success in obtaining a 

reliable and robust network depends on the correct 

data preprocessing, correct architecture selection and 

correct network training choice strongly (Garcia et 

al., 2003).  

The most common neural network architecture 

is the feed-forward neural network. Feed-forward 

network is the network structure in which the 

information or signals will propagates only in one 

direction, from input to output. A three layered feed-

forward neural network with back propagation 

algorithm can approximate any nonlinear continuous 
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function to an arbitrary accuracy (Brown and Harris, 

1994; Hornick and  Stinchcombe, 1989). 

The network is trained by performing 

optimization of weights for each node 

interconnection and bias terms; until the values 

output at the output layer neurons are as close as 

possible to the actual outputs. The mean squared 

error of the network (MSE) is defined as: 

     (1) 

Where m is the number of output nodes, G is the 

number of training samples,  is the expected 

output, and  is the actual output.  

The data are split into two sets, a training data set and 

a validating data set. The model is produced using 

only the training data. The validating data are used to 

estimate the accuracy of the model performance. In 

training a network, the objective is to find an 

optimum set of weights. When the number of weights 

is higher than the number of available data, the error 

in fitting the non-trained data initially decreases, but 

then increases as the network becomes over-trained. 

In contrast, when the number of weights is smaller 

than the number of data, the over fitting problem is 

not crucial. 

 

3. Shuffled Frog leaping Algorithm 

Shuffled Frog Leaping Algorithm (SFLA) is a 

post heuristic computing technology of swarm 

intelligence proposed by Eusuff and Lansey in 2006. 

As a new biological evolution algorithm, it the 

advantages of mimetic algorithm(MA) and particle 

swarm optimization (PSO), that is simple concept, 

few parameters, fast calculation, strong global 

optimization ability and easy realization, etc. 

The whole frog population of the wetland is divided 

into several sub-populations. Different sub-

populations are considered as frog sets with different 

thoughts. Frogs in subpopulation execute local area 

deep-searching in solution space according to certain 

strategy. In sub-population every frog has its own 

thought and is affected by other frogs while evolving 

with the evolution of sub-population. After the 

defined local search iteration number is over, 

thoughts are exchanged in subpopulation mixing 

process. The balance strategy between global 

information exchange and local area deep-searching 

makes SFLA leap out of local extremum and march 

towards the direction of global optimization. 

In a D-d target searching space, generate 

randomly P frogs (solution) to compose initial 

population. The ith frog represents the solution of the 

problem Xi= (xi1,xi2,...,xiD) . Frogs are arranged good 

to bad according to fitness to divide the whole 

population into M sub-population. Among them, the 

frog ranking 1st is divided into 1st sub-population, 

one ranking 2nd into 2nd sub-population, one ranking 

Mth into Mth subpopulation, one ranking M+1th into 

M+1th sub-population, one ranking M+2th into 

M+2th sub-population, analogize in sequence until all 

frogs have been divided. 

Every sub-population is used for local area 

deep-searching, that is in every time of iteration of 

sub-population, the worst individual Xw , the best one 

Xb and global best one  Xg of subpopulation in this 

iteration are determined first. Update operation is just 

done to current the worst individual Xw , of which the 

update strategy is  

Frog leaping step update: 

Position change (Di) = rand () * (Xb-Xw)        (2) 

Location update: 

New position Xw = current position Xw + Di;  Dmax 

≤Di ≤-Dmax                             (3) 

Where rand() represents random number uniformly 

distributed between 0 and 1; max D represents the 

allowed update step maximum. If the fitness value of  

newXw is good enough,  Xw will be replaced. If it isn’t 

improved, then  

(Di) = rand () * (Xg-Xw)    Dmax ≤Di ≤-Dmax    (4)   

 

If the fitness value of  newXw  still hasn’t 

been improved, a new  Xw will be generated 

randomly. Repeat this update operation until 

satisfying update algebra. 

After the local area deep-searching of all sub-

populations have been finished, all frogs in whole 

sub-population are mixed ordered anew into sub-

populations. Then local area deep searching is 

processed until satisfying mixed iteration number 

(Fig. 1) 

 

4. SFLA-ANN Based Soft sensor Results  

In this study, an artificial neural network was 

used to build a soft sensor to predict the permeability 

of the reservoir by using log data. The best ANN 

architecture was: 5-7-1 (5 input units, 7 hidden 

neurons, 1 output neuron). ANN model trained with 

back propagation network (Fig. 2) was trained by 

Levenberg-Marquardt to predict permeability using 

five parameters (CT, DT, NPHI, RHOB, GR) as 

inputs. The transfer functions in hid-den and output 

layer are sigmoid and linear, respectively. 

SFLA is used as neural network optimization 

algorithm and The Mean Square Error (MSE) used as 

a cost function in this algorithm. The goal in 

proposed algorithm is minimizing this cost function. 

Every weight in the network is initially set in the 

range of [-1, 1] and every initial particle is a set of 

weights generated randomly in the range of [-1, 1].  

We used 900 data samples were chosen by a random 

number generator for network training. The 
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remaining 500 samples were put aside to be used for 

testing the network’s integrity and robustness. 

The permeability prediction of the reservoir in the 

training and test phase are shown in Figures 3 and 4, 

respectively. The simulation performance of the 

SFLA-ANN based soft sensor model was evaluated 

on the basis of mean square error (MSE) and 

efficiency coefficient . Table 1 gives the MSE and 

values for the two different models of the 

validation phases. It can be observed that the 

performance of SFLA-ANN based soft sensor is 

better than ANN based soft sensor. In general, a 

value greater than 0.9 indicates a very satisfactory 

model performance, while a R2 value in the range 

0.8–0.9 signifies a good performance and value less 

than 0.8 indicate an unsatisfactory model 

performance . Figures 5 and 6 show the extent of the 

match between the measured and predicted 

permeability values by SFLA-ANN and ANN based 

soft sensor in terms of a scatter diagram. 

 

Table 1: Comparison between the performances of 

SFLA-ANN and ANN based soft sensor 

 SFLA-ANN ANN 

MSE 0.0054071 0.01568 

 
0.92405 0.85309 

 

 

 

 
Figure 1: Pseudo code of the Shuffled Frog Leaping 

 
 

Figure 2: Architecture of three layer ANN 
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Figure 3: Comparison between measured and 

predicted permeability (SFLA-ANN): a)Training  

b)Test 
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 Figure 4: Comparison between measured and 

predicted permeability (ANN): a) Training b) Test 
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Figure 5:  SFLA-ANN based soft sensor 

 

      

 
Figure 6:  ANN based soft sensor 

 

5. Conclusion 

1) SFLA-ANN based soft sensor is 

successfully demonstrated on permeability 

estimation. 

2) Shuffled Frog-Leaping algorithm is a 

powerful optimization technique, especially 

when the objective function has several 

local minima. 

3) Other evolutionary algorithms combined 

with Shuffled Frog-Leaping algorithm can 

be used as soft sensor performance is better. 
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4) SFLA-ANN based soft sensor combines 

local and global searching ability of the 

back propagation and SFLA, respectively. 
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