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Abstract: Parallel computing has become the dominant paradigm in computer science, mainly in the form of multi 
core processors. One software approach for parallel programming, is writing programs in streaming model. A stream 
program is type of computer program such that the input data is stream of data. In this paper we have used stream 
programming model, and developed the parallel version of matrix transposition algorithm. Our source codes are 
simple java code and used JStream java library. Matrix transposition is a fundamental matrix operation of linear 
algebra and arises in many scientific and engineering applications. For example, matrix transposition is one of the 
major tasks in image and signal processing and matrix decompositions. Also matrix transposition is a permutation 
frequently performed in various techniques involving systems of liner equations. Partial differential equations are 
typically solved using the Alternating Direction Implicit (ADI) method by transposing the data between the solution 
phases in different directions. Another example in which data transposition may be advantageous is solving 
Poisson's problem using the Fourier Analysis Cyclic Reduction (FACR) method. Also our code shows that writing 
parallel programs in streaming model would be very simple. 
[Saeid Yousefpour, Azad Shojaei, Rahim rashidi. Parallel Matrix Transposition Using Stream Programming 
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1. Introduction 
               Matrix transposition is a fundamental 
matrix operation of linear algebra [1][2] and arises in 
many scientific and engineering applications. For 
example, matrix transposition is one of the major 
tasks in image and signal processing and matrix 
decompositions. Also matrix transposition is a 
permutation frequently performed in various 
techniques involving systems of liner equations. 
Partial differential equations are typically solved 
using the Alternating Direction Implicit (ADI) 
method by transposing the data between the solution 
phases in different directions [3]. Another example in 
which data transposition may be advantageous is 
solving Poisson's problem using the Fourier Analysis 
Cyclic Reduction (FACR) method [4].  
              On a uniprocessor, an algorithm involving a 
transposed matrix may not actually require the matrix 
data to be transposed in physical memory. Instead, it 
may be accessed simply by exchanging the row and 
column indices. However in a distributed memory 
multiprocessor environment, we cannot simply 
interchange the global row and column indices. 
Instead, the data must be physically moved from one 
processor to another. On the other hand, the problem 
of writing efficient code for parallel computers or 
compiling for such architectures is notoriously 
difficult, such that there emerged the so-called 

"Parallel software crisis". Modern microprocessor 
technology has even decided to solve part of this 
problem in hardware by analyzing data and control 
dependencies at run time and dispatching instructions 
to pipeline and parallel functional units on-line, 
although this automatic reordering at runtime is only 
applicable within the limited scope of a small 
window containing a few subsequent instructions in 
the code [5].  
              But one other software approach, is writing 
programs is streaming model, which called stream 
processing. The stream processing paradigm 
simplifies parallel software by restricting the parallel 
computation that can be performed. Given a set of 
data (a stream) a series of operations (computational 
units) are applied to each element in the stream. 
Speech encoding, image processing and signal 
processing programs are some examples of stream 
programs [6] [7]. Due to the nature of stream 
programs, they can be easily mapped to distributed or 
multi core architecture [8]. The structure of each 
program forms a graph, the nodes are computational 
units and the edges are data paths. This is called 
stream graph. 
              Conceptually a stream computation is a data 
transfer in the program. The units that data is 
transferred between them are called filters. A filter is 
a computational unit such that in each execution time 
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it reads one or more data from input channel and after 
processing sends it to the output channel. Filters are 
independent from each other and they contain their 
own code there is no global variable or any reference 
to the other filters. In a stream program connection 
between filters, makes a graph that output of some 
filters is connected to the input of other filters [6]. 
              The structure of stream graph is generally 
constant during the execution of program. That is a 
certain set of computational units are repeatedly 
applied in a regular, predictable order to produce an 
output stream that is given function of the input 
stream [5]. There are many compilers and tools for 
developing stream programs. Some examples are Cg 
[9] [10], StreamC [11] [12], Brook [13], StreamIt 
[14] [15] [16] [17] [18] and JStream Java library 
[19]. 
              In this paper we have used JStream library to 
develop parallel version of matrix transposition 
algorithm. More details on JStream can be found in 
[19]. The rest of this paper is organized as follow: 
section 2 is related works on parallel matrix 
transposition problem. Section 3 is a review of 
JStream java library. Section 4 explains our work and 
matrix transposition algorithm in stream 
programming model and section 5 is conclusion. 

2.Related works 

              Transposition of a matrix is a redistribution 
of its elements. Many researchers have considered 
the problem for different architectures. Eklundh 
considered the problem of directly accessing rows or 
columns of a matrix when its size is larger than the 
available high-speed storage. The data should be 
stored on an external storage device, allowing direct 
access. The performance of the algorithm depends on 
the size of the main storage, which at least should 
hold 2n+1 point. In that case the matrix has to be read 
in and out n times [21]. 
              O'Leary, implemented an algorithm for 
transposing an N*N matrix on a one-dimensional 

systolic array. This architecture uses  switching 

processors and  bit buffers. Arrays are also given 
to take a matrix in by rows and put it out by 
diagonals and vice versa [22]. Azari, Bojanczyk, and 
Lee [23] developed an algorithm for transposing an 
M * N matrix on an N * N mesh-connected array 
processor. Johnsson and Ho presented an algorithm 
for a Boolean n-cube or hypercube. Their algorithms 
make use of the processing elements (PE's) in parallel 
[24]. Tsay, Ding and Wang present an algorithm on 
mesh that supports wormhole switching [4]. Choi, 
Dangarra and Walker presented algorithm based on 
the block scattered decomposition. The 
communication schemes of the algorithm are 

determined by the greatest common divisor (GCD) of 
the number of rows and columns of the processor 
template [25].  

3.A review on JStream Library 

The JStream library has base classes for filters 
and communication patterns. The library supports 
three communication patterns: Pipeline, Split-Join, 
Feedback loop. Pipeline is the simplest form of 
communication models. 

 

Figure1.Pipeline model of filters communication[19] 

 

              A pipeline has a number of child streams. In 
this structure of filters, the output of first stream is 
connected to the input of second stream and the 
output of second stream is connected to the input of 
third stream and so on [19]. Figure 1 shows a pipeline 
structure.A feedback loop structure has a body 
stream. The output of body stream is sent to a splitter. 
One branch of splitter leaves the loop and another 
branch is returned back to the body through a joiner. 
The joiner joins the input channel of feedback loop 
with loop channel. Data type of input channel and 
output channel and loop branch should be the same 
[19][20]. Figure 2 shows a feedback loop structure. 
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Figure 2. Feedback loop model of filters 
communication[19] 

              A split-join structure enables parallel 
processing. Each split-join stream has a number of 
child streams that we can define them. In the split-
join every input data is distributed to every child and 
after process the results is gathered and sent to the 
output channel [20]. Figure 3 shows a split-join 
structure. 

Figure 3. Split Join model of filters 
communication[19] 

              In a split-join incoming data passes through 
a splitter, is distributed to the child streams for 
processing and then is fed through a joiner to be 
recombined into a single output stream. The split-join 
has two splitter, duplicate and round robin splitter. 
Duplicate splitters take each incoming item and push 
the same item to each of the child stream, duplicating 
data. Round robin splitters take each item and send it 
to exactly one of the child streams, in order.  
              Splitroundrobin() causes one item to be sent 
to each output, in order; splitrounribin(2) causes two 
items to be sent to the first stream, two to the second 

and so on. Round robin joiners are identical to round 
robin splitters, except that they read from the input 
streams in specified pattern and write data to the 
output stream. As mentioned above, authors in [19] 
explains these classes and patterns in more details. 

4. Matrix transposition with stream programming 
model 

               In order to transpose a matrix we have to 
use a split join structure. We need a filter that passes 
input data to the output (without any computation). 
We called this filter passing filter. If the matrix is 
n*m, then there should be m passing filter as split 
join child streams. There for the number of split join 
children must be equal with the number of matrix 
columns.  

              The type of splitter and joiner is round robin 
splitter and round robin joiner. The splitter distributes 
each data item in rows to each child. The round robin 
joiner collects all data of each child. Figure 4 shows 
the method. 

 

              Figure 4 - Matrix transpisition method 

Figure 5 shows the stream graph for matrix 
transposition. Matrix Reader is a filter that reads 
matrix elements and Matrix Printer is a simple filter 
that prints the transposed matrix.  
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Figure 5 . Stream graph for matrix tranposition 

 
The code (1) shows the passing filter. 
 
import JStream.*; 
public class PassingFilter extends 
Filter<Integer,Integer> 
{ 
 public PassingFilter() 
 { 
  Pop=2; 
 } 
 public static PassingFilter 
PassingFilterConstruct() 
 { 
  PassingFilter Obj=new 
PassingFilter(); 
  return Obj; 
 } 
 public void run() 
 { 
  Push(Pop()); 
  Push(Pop()); 
 } 
} 
 

Code 1 – Passing Filter 

 

Code (2) shows split joins JStream Code. 
 
import JStream.*; 
public class Transposer extends 
SplitJoin<Integer,Integer> 

{ 
 public Transposer() 
 { 
  SplitRoundRobin(); 
  Add(PassingFilter.  
PassingFilterConstruct()); 
  Add(PassingFilter. 
PassingFilterConstruct()); 
  Add(PassingFilter. 
PassingFilterConstruct()); 
  JoinRoundRobin(2); 
 } 
 public static Transposer TransConstruct() 
 { 
  Transposer Obj=new Transposer(); 
  return Obj; 
 } 
 
} 

Code 2 – Split join Construction for matrix 
transposition 

5. Conclusion 

              Parallel computing is a form of computation 
in which many calculations are carried 
simultaneously. It is now well established that 
parallel computing is moving into the mainstream 
with a rapid increase in the adoption of multi core 
processors. Unlike previous generations of 
mainstream hardware evolution, this shift will have a 
major impact on existing and future software. 
              In this paper we have developed parallel 
matrix transposition algorithm with stream 
programming paradigm. Stream programs can be 
easily mapped to distribute or multi core architecture. 
In our algorithm, we construct a simple passing filter 
that passes data items without any computations and 
one split join structure. If our matrix is n*m matrix 
then we have to have m passing filter as child of split 
join. The splitter and joiner type is round robin. Also 
because of using java library, there is no need to learn 
other parallel language or syntax.  
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