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Abstract:  Background: Lung cancer is one of the most common cancer-related deaths. Although attention has 

been paid to early stage predictions and diagnoses, prognosis remains very poor. This problem can be 

approached by developing more discriminative diagnosis methods. Purpose: In this paper a computer-aided 

diagnosis is proposed to solve the problem of classification of solitary pulmonary nodules in chest x-ray images 

for diagnosis of early-stage lung cancer in x-ray lung images. Methods: A set of 247 chest x-ray images from 

Standard Public Database by Japanese Society of Radiological Technology (JSRT) database used with 93 non-

nodule images, 100 malignant and 54 benign images. Curvelet transform has been used in the process of feature 

generation and extraction and compared with that of Wavelet transform used for the same purpose in a previous 

research of our group in case of Euclidean distance classifier. A Support Vector Machine-based classifier 

prediction model is established and compared with Euclidean distance classifier that used for the same purpose 

based on Curvelet features. Validation of the classification is performed using a HoldOut method, while 

evaluation of the classification performance is computed and compared with other research's results in this area. 

Results: Using Curvelet transform for the process of feature generation and extraction, support vector machine 

prediction model is more effective for lung cancer detection since it increases the rate of diagnosis for early-

stage lung cancer in x-ray lung images. Conclusions: Using Support vector machine in the process of diagnosis 

of solitary pulmonary lung nodules is more sensitive for diagnosis of early-stage lung cancer in chest x-ray 

images than Euclidean distance classifier when the feature extraction is based on Curvelet than that wavelet-

based  models. 
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I. Introduction 

Lung cancer is one of the most harmful forms 

of cancer, which is the leading cause of cancer 

death in many regions of the world [1]. Early 

detection of lung cancer is essential in reducing life 

fatalities. However, achieving this early detection 

of lung cancer is not an easy task. More than 80% 

patients are already in middle or advanced stage 

when diagnosed and they miss the timing for the 

surgery. The 5-year survival rate is only 14%, 

which can reach more than 70% if lung cancer can 

be diagnosed in an earlier stage [2]. This difficulty 

in diagnosis at the early period explains the need 

for an early stage prediction model.  

Interpreting a chest radiograph is extremely 

challenging. Superimposed anatomical structures 

make the image complicated, so even experienced 

radiologists have trouble distinguishing infiltrates 

from the normal pattern of branching blood vessels 

in the lung fields, or detecting subtle nodules that 

indicate lung cancer [3]. Chest radiography is the 

most frequently used diagnostic imaging 

examination for chest diseases such as lung cancer, 

tuberculosis, pneumonia, pneumoconiosis, and 

pulmonary emphysema. More than 9 million 

people worldwide die annually from chest diseases. 

Lung cancer causes 945000 deaths, and is the 

leading cause of cancer deaths in the world and in 

countries such as United States, the United 

Kingdom, the Russian Federation, Canada, Poland 

and Japan [4] . 

Early detection is the most promising strategy 

to enhance a patient’s chance of survival. Early 

detection can be achieved in a population 

screening, the most common screening for lung 

cancer make use of chest projection radiography, or 

low-radiation dose Computer Tomography (CT) 

scans. It has been shown in the Early Lung Cancer 

Action Project that low-dose CT is more effective 

than conventional chest X-ray for the detection of 

pulmonary nodules. Moreover, it was found in a 

lung cancer screening for heavy smokers, that when 

radiographs were checked in retrospect, 90% of 

peripheral lung cancers nodules were visible. In 

fact lung cancer missed on chest radiographs is the 

second most common reason for litigation against 

radiologists. 

Although histology diagnosis is the most 

accurate detection method in the medical 

environment, it is an aggressive invasive procedure 
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that involves some risks, patient discomfort and 

some trauma, which restricts it to be used in the 

clinical practice. Digital CT, overcoming shortages 

of histology diagnosis, has gradually become the 

best imaging diagnosis method of lung cancer. But 

pulmonary nodules (referring to the lesion of lung 

field ≤ 3 cm in diameter) of lung cancer in CT 

images share similarity with benign cases to some 

extent, such as tuberculosis, inflammatory 

pseudotumor, hamartoma, and aspergillosis, which 

makes it difficult to distinguish, especially for the 

doctors who are not rich in clinical experience [2]. 

 Although CT scans is more effective than 

conventional chest X-ray for the detection of 

pulmonary nodules as mentioned before chest 

radiographs (CXRs) are used far more commonly 

for chest diseases because they are the most cost-

effective, the most routinely available, and the most 

dose-effective diagnostic tool, and they are able to 

reveal some unsuspected pathologic alterations [6]. 

Because CXRs are so widely used, improvements 

in the detection of lung nodules in CXRs could 

have a significant impact on early detection of lung 

cancer. Although CXRs are the most widely used 

modality for lung diseases, it has been well 

demonstrated that detection of lung cancer at an 

early stage in CXRs is a very difficult task for 

radiologists. The difficulties in detecting lung 

nodules in CXRs are threefold: (1) There is a wide 

range of nodule sizes, (2) nodules exhibit a large 

variation in density in CXR, and (3) nodules can be 

obscured by other anatomic structures. The reasons 

for misdetection may be due to difference in 

decision techniques, lack of clinical data, and 

structured noise in CXRs [7]. 

For these reasons there is a particular interest 

for the development of computer algorithms that 

can serve as a second reader, highlighting 

suspicious regions in the radiographs that then have 

to be judged by a radiologist [5]. The computer-

aided diagnosis (CAD) has become an auxiliary 

diagnosis tool, especially in diseases that cannot be 

diagnosed efficiently [2]. Computer aided detection 

of solitary pulmonary nodules is faced with many 

difficulties due to the existence of complicated 

anatomical structures in chest radiographs. 

Automatic classification of the regions of interest 

(ROI) as nodules needs to extract a class of 

powerful region-based features. The performance 

of region-based feature extraction hinges on a 

successful nodule segmentation algorithm of 

suspicious regions [8]. 

To improve the accuracy and efficiency of CT 

screening programs for the detection of early-stage 

lung cancer, a number of research projects, such as 

texture analysis and image segmentation, have been 

done to assist radiologists in diagnosing lung 

cancer. The purpose of our research is first, to 

compute the classification performance of using 

Curvelet as feature extraction tool with Euclidean 

distance classifier and compare the results with that 

which demonstrated by our group in [15] in which 

we used Wavelets  for feature generation and 

extraction process and the same classifier. Second, 

to establish a Curvelet-based algorithm to extract 

texture features of X-ray images and compare the 

diagnosis rate in case of  two classifiers Euclidean 

distance and Support Vector Machine to decide 

which one is more effective to be the prediction 

model for diagnosis of  early-stage lung cancer. 

 

2. Material and Methods 

A. Material 

A Standard Public Database by Japanese 

Society of Radiological Technology (JSRT) 

database which is publicly available have been 

used in applying the new scheme [9]. This database 

is selected according to the variety cases included 

and widely usage in similar research work. A set of 

247 chest x-ray images which is original 

posteroanterior chest films (34.6 cm × 34.6 cm) for 

this database were collected from 13 medical 

centers in Japan and one institution in the United 

States as follows:  one nodule per image for nodule 

cases, all of the original radiographs were digitized 

using an LD-4500 or an LD-5500 laser film 

digitizer. Digitized images had a 2048 × 2048 

matrix, 0.175-mm pixel size, and 12-bit gray levels. 

The database included 247 posteroanterior chest 

images, which consisted of 154 images with and 93 

images without a nodule. One hundred nodules 

were malignant and 54 were benign, All images 

were presented in a randomized sequence for 

detection of lung nodules. Figure 1 shows the 

distribution of nodule sizes in JSRT and table 1 

shows the Gender Distribution of JSRT nodule 

images. 

 

B. Methods  

We computed the Curvelet-based proposed scheme 

using a program code written in Matlab
® 

  version 

7.9.0.529 (R2009b) with the use of  Matlab
® 

 Image 

processing toolbox and using Curvelet toolbox as a 

multiscale level of decomposition to represent 

pulmonary nodules of x-ray images. Also, we used 

and Microsoft Visual C++ software for conversion 

of database images 16-bit (BIG endian) to 32-bit 

(Little endian) format for much better image 

enhancement. 

In this article, Curvelet texture analysis was used 

with Support Vector Machine to establish a 

prediction model for detecting early-stage lung 

cancer in chest x-ray in addition to a comparative 

study for a two texture feature extraction tools and 

two classifiers, which has not been reported to our 

knowledge since nearly all the recent studies are 

dealing with CT images. 

This article is organized as follows, section 1 is an 

introduction to early detection of lung cancer and 

difficulties facing radiologists especially in x-ray 



Journal of American Science 2014;10(6)    http://www.americanscience.org 

 

15 

images. Section 2 the materials and methods are 

proposed, which includes the database used in 

training and testing the system and some of its 

details,  the software and programming languages 

used for implementing the system and  some of the 

used concepts . Section 3 presents a brief 

description of classification methods, an evaluation 

of CAD schemes and the proposed scheme. The 

experimental results achieved and its discussion is 

presented in section 4 while conclusion is presented 

in section 5.      

 

 
              Fig. 1 The number of cases and the corresponding nodule sizes in JSRT database 

 

          Table 1 Gender Distribution of JSRT Nodule Images 

                    Number of        Nodule                   Gender                                  Total 

                                                               ____________________________________ 

                      Cases                Type           Male               Female   

Nodule           154                Benign             27                  27                             54                                                                

Cases     

                                            Malignant         41                  59                           100 

                                                                ____________________________________ 

 

Total                                                              68                  86                           154 

 

C. Main Concepts 

 

1. Feature Extraction 

Dimensionality reduction is the process of 

reducing the number of random variables (features) 

under consideration, and can be divided into feature 

selection and feature extraction. In image pattern 

recognition, feature extraction is the first step in 

image classification; it is a special form 

of dimensionality reduction. When the input data to 

an algorithm is too large to be processed then the 

input data will be transformed into a reduced 

representation set of features (features vector). 

Transforming the input data into the set of features 

is called feature extraction. Feature extraction 

involves simplifying the amount of resources 

required to describe a large set of data accurately. 

In [10], a total of 114 features for each nodule 

candidate including geometric, intensity and 

gradient features were computed. An inside-

outside-feature separation process was applied, the 

subset of features is chosen using a sequential 

forward selection (SFS) process, which based on 

the area under the free receiver operating 

characteristic (FROC) curve for the chosen 

classifier. The results indicate that the system is 

able to detect 78.1% of the nodules in the JSRT test 

set. Another approach  for reducing dimensionality  

in CT scan images was proposed in [11], showed 

that since features in different dimensions might 

provide useful information for the characterization, 

a system of  three dimensions of image features 

(2D, 2.5D and 3D features) had been used. Features 

for grayscale, shape, invariant moment, gradient, 

and texture features were calculated for the nodules 

and the surrounding areas in 2D, 2.5D and 3D 

http://en.wikipedia.org/wiki/Feature_selection
http://en.wikipedia.org/wiki/Feature_selection
http://en.wikipedia.org/wiki/Feature_extraction
http://en.wikipedia.org/wiki/Dimensionality_reduction
http://en.wikipedia.org/wiki/Algorithm
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dimensions. Extra features such as histogram of 

grayscale features, texture features and gradient 

features were added. 

2. Texture Extraction 

Texture is a fundamental characteristic of the 

digital images as it usually reflects the structure of 

the pictured objects. The methods of texture 

extraction can be classified into four parts: 

statistical method, model method, spectrum method 

and structural method. The basic procedure of 

texture analysis is to extract texture of images using 

different methods and then run a set of 

mathematical texture operators to produce a 

corresponding set of texture feature values in order 

to describe character of images [1]. The Wavelet 

transformation, a textural features extraction 

method, provides a multi-resolution and non-

redundant representation of signals with an exact 

reconstruction capability, and forms a precise and 

uniform framework for the space–frequency 

analysis [12]. 

 

2.1 Curvelet Transform 

Although Wavelets perform very well for 

objects with point singularities, they are not 

adequate for representing 1D singularity [12]. The 

success of wavelets lies in its good performance for 

piecewise smooth functions in one dimension, 

however wavelet is not suitable to capture more 

directional features in an image but since 2D 

images are irregular when decomposed, Curvelet 

transform is more suitable than the wavelet 

transform to extract texture features [2]. In 2000 

Curvelet was developed, a type of second 

generation Wavelets. As an extension of the 

Wavelet multiscale analysis framework, Curvelets 

can effectively deal with linear singularities in 2D 

signals. The Curvelet transformation is defined as 

an effective tool for finding curves at multiple 

resolution levels. Several studies using Curvelet 

transformations in image processing have shown 

that Curvelet transformations yield better results 

[12]. Curvelet transform, is a kind of spectrum 

method, stems from Wavelets theory, but it 

overcomes the weakness of traditional multiscale 

representations using wavelets, and is suitable to 

capture more directional features in an image. The 

main formulas offering to Curvelet transform are as 

follows [1]    

  ∅𝑗,𝑙,𝑘 (𝑋) = ∅𝑗(𝑅𝜃1
(𝑋 − 𝑋𝑘

(𝑗,𝑙)
 ))  

where Rθ is the rotation by θ radians and  𝑅θ
−1 its 

inverse                                                     

           𝑅𝜃 = [
cos 𝜃       sin 𝜃

− sin 𝜃     cos 𝜃 
]  , 𝑅𝜃

−1 =  𝑅𝜃
𝑇 =  𝑅−𝜃 

 

A Curvelet coefficient is the inner product between 

an element f ∈ L
2
 (R

2
 ) and a Curvelet  𝜃 j ,l ,k 

𝐶(𝑗, 𝑙, 𝑘)"  ∶=  ∫ 𝑓(𝑋) ∅𝑗,𝑙,𝑘
𝑅2

 (𝑋)𝑑𝑥 

Where R denotes the real line. 

           The basic idea of Curvelet transform is to 

represent a curve as a superposition of functions of 

various lengths and widths obeying a specific 

scaling law. Regarding 2D images, it can be done 

first by decomposing an image into wavelet sub-

bands, i.e., separating the object into a series of 

disjoint scales. Each sub-image of a given scale is 

then analyzed with a local ridgelet transform, 

another kind of new multi-resolution analysis tool 

[2]. Discrete Curvelet Transform (DCT) is a new 

image representation approach that codes image 

edges more efficiently than wavelet transform. 

Indeed, Curvelet has useful geometric features that 

set them apart from wavelet [13].The Curvelet 

transform coefficients of the object are used as a 

feature vector. Suppose we have a function f which 

has a discontinuity across a curve, and which is 

smooth otherwise, and consider approximating f 

from the best m-terms in the expansion. The 

squared error of such an m-term expansion is given 

by: 

  ‖𝑓 − 𝑓𝐹 ̃‖
2
    𝛼  

 1

√𝑚
 ,    m →  +∞ 

(𝑓�̃� is the approximation from m best Fourier 

coefficients). This shows that the mean squared 

error will be reduced in the Curvelet. Figure 2 

shows the Curvelet tiling in the frequency domain. 

 

 
                                            Fig. 2   Curvelet tiling in the frequency domain 
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In [13] a promising use of Curvelet transform with 

mammogram images. It had been used at different 

scales as a preprocess for feature extraction and 

classification of mammogram images, then 

extracting different ratios of the biggest Curvelet 

coefficients from each level as a feature vector to 

be used for classification. Euclidean distance based 

classifier used for classification process. In the 

proposed scheme we used the same algorithm in 

this article by selecting not all the largest 

coefficients but only an amount of 10% of them 

and developed it also by setting the other 

coefficients to zero after sorting them decendingly. 

We applied a similar technique before in a previous 

article [15] using 4-level Wavelet transform for 

feature extraction process and computing the mean 

of the resulting coefficients at each level then the 

average instead of computing the biggest 

coefficients. Here we compute the system 

performance when using Curvelet transform as 

feature extraction tool in two cases first, with 

Euclidean distance classifier and compare it with 

the results we obtained in [15]. Second, with 

Support Vector Machine classifier and then 

compare it with that of Euclidean distance using the 

extracted texture features in both cases with 

different percentages to establish the SVM 

prediction model. 

 

III. CLASSIFICATION 

The classification step is the final step in our model 

where both the features of the training images and 

the test images are the input of the classifier, while 

the output is the image type. In [14] features used 

for classification are taken from a Multiscale 

Gaussian filterbank. The complete set of features 

consists of a total of 109 features. In their 

multiscale CAD scheme for detecting pulmonary 

nodules in chest radiographs they found that the 

inclusion of the candidate selection step had a clear 

positive effect on system performance. The effect 

of the candidate segmentation step was less 

apparent. The methods of establishing prediction 

model are variable, such as logistic regression, 

discriminant analysis, artificial neural networks, 

and support vector machine [1], next are little 

details of some of them, 

 

1. Minimum Distance Classifier 

The minimum distance classifier is used to 

classify unknown image data to classes which 

minimizes the distance between the image data and 

the class in multi-feature space. The distance is 

defined as an index of similarity so that the 

minimum distance is identical to the maximum 

similarity, the following distances are often used in 

this procedure, 

 

1.1 Euclidian distance 

This is given by the formula 

   𝑑𝑘  
2 =  (X - 𝜇𝑘  )

t
 . (X -  𝜇𝑘  )            

 

This is used in cases where the variances of the 

population classes are different to each other, i.e.  it 

acts as similarity index. 

In this study we design an Euclidean distance-

based classifier as a first phase of classification or 

as a first classifier, similar to that proposed in [15], 

that is based on calculating the distance between 

the feature vectors for the input testing images and 

the class core vector obtained from the trained set 

of images using 25% of the total number of 

coefficients resulted by applying two scales 

curvelets decompositions. The system 

automatically classifies the feature vector to a 

diagnosis class Cdiag by finding the nearest class to 

this vector. This is done by testing the distance 

between this feature vector and all class core 

vectors, the following equations were used to the 

classification process  
Dist(𝐴, 𝐶𝑑𝑖𝑎𝑔) = MinDist,                           (1) 

              

 MinDist =  min1≪m≪M(Dist(𝐴, 𝐶𝑚  )),          (2)  

 

𝐷𝑖𝑠𝑡(𝐴, 𝐶𝑚) =  
1

𝐽 
 ∑ ∑ √(𝐴𝑗

𝐿𝑗

𝑖=1

𝐽

𝑗=1

(𝑖) −  𝐶𝑚  
𝑗 (𝑖)2 ,

1 ≪ 𝑚 ≪ 𝑀                          (3)  
While Aj is the coefficient vector of the jth 

decomposition level for diagnosis image, 𝐶𝑚
𝑗

 is the 

class core vector for class m at decomposition level 

j, 𝐿𝑗 is the length of coefficient vector at 

decomposition level j, M is the number of 

classifications classes, and J is the number of 

decomposition levels used. The class core vector 

for each experiment were calculated using the 

following equation, 

𝐶𝑚
𝑗

=  
1

𝑁𝑗
 ∑ ∑ 𝐴𝑚

𝑗

𝐿𝑗

𝑖=1

𝑁𝑗

𝑛=1

(𝑖),      1 ≪ 𝑚 ≪ 𝑀,        (4) 

Where 𝑁𝑗  is the number of selected ROI’s to 

produce the class core vector at decomposition 

level j, and 𝐴𝑚
𝑗

 is the coefficient vector for ROI’s 

for the class m at decomposition level j.  

  

2. Support Vector Machine 

The final phase in the proposed algorithm is the 

classification of occurrence and non-occurrence of 

cancer nodule for database lung images using 

Support Vector Machine (SVM). SVM is a modern 

outgrowth of artificial neural networks. SVM 

model using a sigmoid kernel function is equivalent 

to a two-layer, feed-forward neural network. SVM 

is usually used for classification tasks, in case of 

binary classification SVM is used to find an 

Optimal Separating Hyper plane (OSH) which 

generates a maximum margin between two 

categories of data. To construct an OSH, SVM 

maps data into a higher dimensional feature space. 
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SVM performs this nonlinear mapping by using a 

kernel function [16]. 

 Support vector machine is based on the 

structural risk minimization principle [17]. SVM 

approach enjoys many attributes, it is less 

computationally intense in comparison to artificial 

neural networks. It performs well in high-

dimensional spaces and also well on both training 

data and testing data but does not suffer from the 

small size of training dataset as do other kinds of 

classifiers since the decision surface of SVM-based 

classifier is determined by the inner product of 

training data. The basic idea of SVM is to construct 

a hyperplane that maximizes the margin between 

negative and positive examples. The hyperplane is 

determined by the examples called support vectors 

that are closest to the decision surface. The 

decision surface is determined by the inner product 

of training data, which enables us to map the input 

vectors through function Φ into a higher-

dimensional inner product space called feature 

space. The feature space could be implicitly 

defined by kernel K(x, y). To tolerate noise and 

outliers and to avoid overfitting, slack variables ξi 

are introduced which allows the margin constraints 

to be violated. 

Consider the training samples (xi, yi), i=1,…,m, 

where each point xi is an input vector with label yi 

∈ {−1, 1}. The decision surface has the form:  

                                      

   y  =  k(x, w)  + b 

The decision surface is the solution of the 

following optimization problem:  

 minimize: 
1

2
  k(w, w) + C ∑ Ɛi𝑙

𝑖−1     

       subject to : yi [k(w, xi)+b] ≥ 1 - Ɛi, i = 1…l                             
                                                   Ɛi ≥ 0, i = 1 …l        

Where C > 0 is a parameter chosen by the user 

for decision errors. 

 

3. Performance Evaluation 

In classifier construction studies for lung CAD, 

the ANN was usually used, so a comparison for the 

performance of SVM-based classifier with ANN-

based has been carried out in [17]. Employing a 

two-layered feed forward neural network that 

contains one input layer, one hidden layer, and one 

output layer, comparing the performance of SVM 

and back propagation (BP)-ANN in differentiating 

solitary pulmonary nodules using the selected 

feature subsets with leave-one-out procedure, they 

found that the performance of SVM-based 

classifier in differentiating SPNs is better than that 

of the ANN-based classifier. A novel fast marching 

approach was developed in [18], which combines 

the prior knowledge of pulmonary nodule boundary 

into the nodule segmentation algorithm via the 

SVM classifier, to calculate decision value of each 

pixel in suspicious region in chest radiograph. The 

proposed watershed segmentation algorithm 

implements an adaptive velocity function according 

to the local image gradient and intensity, which is 

efficient for SPNs with weak boundaries. In [19], a 

nonlinear SVM with a Gaussian kernel was 

employed for classification of the nodule 

candidates. Using Gaussian kernel among several 

kernels is because it achieved the best performance. 

The SVM was trained/tested with a leave-one-out 

cross-validation test. Comparing the nonlinear 

SVM classifier with LDA (Linear Discriminant 

Classifier), the SVM generalized from a relatively 

small number of positive cases did better than did 

the LDA. 

In [1] a support vector machine prediction 

model was established for small pulmonary nodules 

using Curvelet transform to extract texture features 

of CT image using two examples, example 1: was 

multilevel binomial logistic prediction model for 

malignant pulmonary nodules based on texture 

features of CT image using gray level co-

occurrence matrix to get fourteen textural features. 

Example 2: Support vector machine prediction 

model for small pulmonary nodules based on 

Curvelet transform to extract texture features of CT 

image in order to promote the ratio of detection and 

diagnosis of early-stage lung cancer. Results show 

that the classification consistency, sensitivity and 

specificity for the model are 81.5%, 93.8% and 

38.0% respectively. A CAD scheme was proposed 

in [12] for Early-Stage Lung Cancer. The synthetic 

minority over-sampling technique (SMOTE) was 

used for raw data in order to balance the original 

training data set. Curvelet-transformation textural 

features, together with 3 patient demographic 

characteristics, and 9 morphological features were 

used to establish a support vector machine (SVM) 

prediction model. Longitudinal data as the test data 

set was used to evaluate the classification 

performance of predicting early-stage lung cancer. 

Accuracy based on cross-evaluation for the original 

unbalanced data and balanced data was 80% and 

97%, respectively was reached.  

In the proposed algorithm validation of the 

classification is performed using a HoldOut cross 

validation method, while evaluation of the 

classification performance is based on comparing 

the results with other research's results in this area.  

 

4. The Proposed Scheme 

Figure 3.a shows the main steps for the first 

stage of the comparative system, while figure 3.b 

shows the main steps of the second comparative 

system. The proposed CAD scheme for lung nodule  

classification in x-ray images consists of  (1) a two-

stage image enhancement technique (2) feature 

generation using Curvelet transform (3) nodule 

selection and extraction (4) feature extraction of the 

candidate ROI's using ROI size 128 x 128 pixels, 

(5) dimensionality reduction of the selected 

features through selecting the biggest coefficients, 

sorting them and setting the other coefficients to 
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zero (6) classification of the nodule candidates into 

malignant or benign using two classifiers Euclidean 

distance and Support Vector Machine (7) 

comparing the two feature extraction tools in case 

of Euclidean distance (8) comparing the two 

classifiers in case of Curvelet texture extraction 

tool. 

 

                                                                                   Feature Extraction Techniques 

 

                                                                                      

       Preprocessing                                                                                       Classification                        

 

 

 

 

 

 

 

Fig. 3. a The first comparative system using 2 feature extraction methods and 1 classifier 

                                                                                                                          

 

                                         Preprocessing            Texture Feature Extraction                              Classification 

                                           

 

 

 

 

 

 

 

 

Fig. 3. b The second comparative system using Curvelet feature extraction and 2 classifiers 

 

4. Preprocessing 

4.1 High-Frequency Emphasis filtering (HFEF)  

In which an approach to compensate for the 

problem of losting background tonality of the 32-

bit (Little endian) format converted image, is to add 

an offset to a highpass filter. When an offset is 

combined with multiplying the filter by a constant 

greater than 1, the approach is called High-

Frequency Emphasis filtering because the constant 

multiplier highlights the high frequencies. The 

multiplier increases the amplitude of the low 

frequencies also, but the low-frequency effects on 

enhancement are less than those due to high 

frequencies .as long as the offset is small compared 

to the multiplier. High-frequency emphasis has the 

transfer function  

Hhfe(u, v) = a + bHhp(u, v)  

Where a is the offset, b is the multiplier, and 

Hhp(u, v) is the transfer function of a highpass filter. 

In a previous study, the same technique was 

demonstrated by our group [15]. A Butterworth 

highpass filter of order 2 and standard deviation 

value equal to 5% of the vertical dimension of the 

padded image width were used, then using high-

emphasis filtering with a = 0.5 and b = 2.0 we got 

an advantage for the resulted image in which the 

gray-level tonality was retained, and we apply a 

histogram equalization for the resulted image for 

further enhancement. 

Figure 4 show the difference between the image 

before and after applying the high-frequency 

emphasis filter and histogram equalization. 

 

 
 Fig. 4 Enhanced lung field by using high frequency emphasis filtering 
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The result obtained using a combination of high 

frequency emphasis and histogram equalization is 

superior to the result that would be obtained by 

using either method alone. From the selected 

images in the JSRT database, the following steps 

were carried out, 

 

4.2 Nodule Selection and Extraction 

(i) Nodule Selection, a regions of interest 

(ROI’s) were first selected depending on that the 

locations of the nodules were confirmed by three 

chest radiologists who were in complete agreement 

as we mentioned above.  

(ii) Nodule Extraction,  ROI’s were extracted 

with size128 x 128 pixels, these selected nodule 

size is because the average size of all nodules 

included in the database was 17.3 mm. and the 

average pixel size is 0.175- mm, i.e. 128 x 128 

pixels nearly equal 22.4 mm, which permits to 

analyze nodules with some surrounding areas . The 

reason for selecting nodules with some surrounding 

areas is that radiologist' observations on the benign 

and malignant nodules and their background 

suggests that the surrounding areas may carry 

information which might differentiate them. [15] 

 

IV. Results 

 As a pre-process for classification, a Curvelet 

transformation produced a multi-scale level of 

decomposition for 50% of x-ray database images. 

The two and three scales’ Curvelet coefficients 

matrices (the coarse layer, the detail layer, and the 

fine layer) were chosen as candidates and since we 

found no significant difference in classification 

results between scale 2 and scale 3 we considered 

the results of scale 2 only in our results. ROI 

images were decomposed, resulting in the 

extraction of a maximum number of 32768 of 

textural features from each ROI. A percentage of 

10% of the biggest coefficients were used in the 

training phase and setting the others to zero and a 

percentage of 25% nearly 8192 feature of the total 

number of features is used in the testing phase, 

since the reasonable method to compare feature 

extraction methods to evaluate their performance is 

to use the same classification system, and the same 

database images. We used 50% of the database 

images randomly as a training set and 30% as 

testing set used to evaluate the validity of our 

prediction model. Classification performance was 

performed in order to compare the classification 

results for the Curvelet-based method to that of the 

wavelet-based method and to those that reported by 

other researchers.  

Table 2 shows that using Euclidean distance 

classifier we got better results with 25% of 

Curvelet decomposition texture features than that 

of using 100% of Wavelet decomposition (bior1.5) 

features as we obtained a correct classification rate 

of 97% and 95% respectively. Performance 

comparison of the two considered classifiers is 

introduced in table 3. It is clear that the better 

results achieved using Euclidean distance classifier 

with only 25% of Curvelet texture features and it 

was 97% as mentioned before while using the 

whole number of features i.e. 100% of them using 

SVM classifier we achieved an average result of 

98.46 for seven randomly cases of different 

numbers of testing images from the database shown 

in table 4. In the first case we used the whole 

database i.e. 100 malignant & 54 benign images 

which result in correct rate and sensitivity of 100% 

and 100% respectively. And since the smaller 

number of benign cases makes the training sample 

lack of benign data we used in the rest of cases an 

equal number of malignant and benign cases, so 

using 100 images as 50 malignant and 50 benign 

resulting in 98% and 96% for correct rate and 

sensitivity respectively. Then using 90 images with 

equal number of cases we got the same results as 

using the whole database i.e. 100% and 100% 

correct rate and sensitivity respectively. Also, it is 

clear that using 80 images of both cases we 

achieved 97.5% and 95% respectively, and using 

70 images results in 97.06% and 94%. Also, using 

60 equally divided cases images we obtained 

96.67% and 93% respectively. Finally using 50 

images which is corresponding to about 32% of the 

whole database as testing set the results was 100% 

and 100% correct rate and sensitivity respectively, 

i.e. results showed that Curvelet decomposition and 

SVM showed the best classification performance. 

The high sensitivity (true positive rate) 

obtained, which is always the goal of this kind of 

work can reduce the false negative rate of early-

stage lung cancer effectively.  

 
Table 2. Correct classification rate, using Euclidean distance classifier and the number of coefficients in each 

experiment in percentage 

Classifier  Feature Extraction Method No. of Coefficients (%) Correct Rate (%) 

Euclidean distance Wavelet Decomposition (bior1.5) 100% 95% 

Curvelet Decomposition 25% 97% 

 

Table 3. Correct classification rate, using Curvelet Decomposition and the number of coefficients used for each 

classifier in percentage 

Feature Extraction 

Method 

Classifier No. of Coefficients 

(%) 

Training Set 

(%) 

Testing Set 

(%) 

Correct Rate (%) 

Curvelet 

Decomposition 

Euclidean distance 25% 50% 30% 97% 

SVM 100% 50% 50% 100% 
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Table 4. Correct classification rate for linear Support Vector Machine classifier using different number 

of images through the database 

Sensitivity Correct Rate (%) No. of images 

100% 

 

96% 

100% 

95% 

94% 

93% 

100% 

100% 

 

98% 

100% 

97.5% 

97.06% 

96.67% 

100% 

154 (All the database images i.e. 100 

malignant & 54 benign) 

100 (50 benign & 50 malignant) 

90 (45 benign & 45 malignant) 

80 (40 benign & 40 malignant) 

70 (35 benign & 35 malignant) 

60 (30 benign & 30 malignant) 

50 (25 benign & 25 malignant) 

 

V. Conclusion 

      In this article, a novel model for automatic 

classification of pulmonary lung nodules in x-

ray images is proposed. In order to select 

texture features which are more accurate to 

reflect characteristics of pulmonary nodules, we 

have made two attempts. The first one was 

proved in a previous work of our group using 

Wavelet decomposition and the second using 

Curvelets decomposition for multiresolution 

analysis of lung nodules then comparing the 

results in case of using Euclidean distance 

classifier. A new idea for x-ray lung nodule 

images is explored using another classifier 

which is Support Vector Machine classifier and 

comparing the classification performance using 

the two classifiers based on Curvelet texture 

features. Experiment is applied on real labeled 

data. Since it is challenging to distinguish 

between benign and malignant cases especially 

in x-ray images, and it increases in case of lack 

of experience, it was the need for CAD system 

which promote the classification accuracy, in 

this article we developed such CAD system and 

results show promising use of this technique. 

The performances of the classifiers in terms of 

sensitivity and classification accuracy are 

shown. The results indicated that the SVM 

approach yielded the better performance when 

compared to the Euclidean distance classifier 

based on Curvelet texture feature than that 

based on Wavelet texture feature. 
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